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Abstract—In mobile ad hoc networks, it is often necessaryto broadcast
control information to all the constituent nodesin the network. Possible
applicationsinclude searching for a destinationnode(asa part of routing)
or a particular sewice suchas DNS look-up. Flooding, which is often de-
ployed to achieve the above objective, is expensve in terms of overhead
and wastesvaluable resourcessuchasbandwidth and power. An improve-
mentto flooding is to chooseprobabilistically a subsetof nodesto rebroad-
cast. In this paper, we proposeto usethe signal-strength to improve the
efficiency of broadcasting We proposea protocol to selecta setof nodes
for rebroadcastingon the basisof their relative distancefrom the previous
broadcast. We showv how we can usethe signal strength as an estimate
of the relative nodedistance. Our simulations indicate that our approach
canincreasethe efficiency of broadcastingsignificantly. Our simulations
show that we can achieve the samecoveragewith approximately 20% less
rebroadcasts. In addition, the time taken by the global broadcastis also
reducedby more than 20%.

. INTRODUCTION

Several emenging applicationssuchas sensometworks and
battlefieldcommunicationswill rely on ad hoc networks. Ad
hoc networks consistof staticor mobile nodeswhich actboth
as usersand routers. The nodescommunicatewith wireless
links overasharednedium.Thelimited powerthatthe mobile
nodeshaveintroducegpower-conserationasafundamentate-
quirementor thesenetworks.

In this paper we examinemethodso improve theefficiency
of broadcastingn anad hocnetwork. Broadcastingvill bea
significantbuilding block for theefficientfunctionof thesenet-
works, especiallygiventhe volatile natureof the network. For
example,nodeswill needto searctfor aservicesuchasaDNS
look up or for a routing path. Broadcastings power intense
andcanthreaterthelife durationof the network. We definea
broadcastsessionto be the processof one nodeexploring a
partof the network. Within a broadcassessionmary nodes
may rebroadcastpacletsto supportthe particularbroadcast
session.Our goal is to performthis broadcastingn the most
efficientway. The primary metric that determineghe broad-
castefficiencgy is the power consumed.The numberof paclet
transmissionslominateghe power consumptionsinceatrans-
missionrequiresordersof magnitudemore power than most
othercommonfunctionssuchaslocal processing.

The problemof broadcastindnasrecevedrelatively little at-
tention. A straightforvard but not efficient methodis to flood
thenetwork. In flooding,every noderebroadcastevery broad-
castpacletit receves. Floodingguaranteethatall connected
nodeswill “hear” a particularbroadcastif we assumeno col-
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lisions. For a densenetwork, flooding canbe very inefficient
andcancausesignificantcontentionandcollisionsalsoknown
asthebroadcasstormproblem.Recently Ni etal.[1] proposed
schemeso improvetheefficiency of abroadcastThey propose
to selectrandomlya percentag®f the neighborhoododesto
performrebroadcasting.

We proposeto usea power-aware schemeto improve the
broadcastingefficiency. Simply put, our schemeattemptsto
selectintelligently the nodesthat will rebroadcast:we “en-
courage’nodeghatarefarfrom thepreviousrebroadcastode.
Our schemautilizesthe signalstrengthandneighborhoodien-
sity to determinehe setof nodeshatperformtherebroadcast-
ing. Simulationresultsshav that our approachcanimprove
thebroadcastingfficiency significantly More specifically our
protocolcanreducethe numberof rebroadcastby 20%. Fur-
thermore,the lateng incurredin the broadcastingprocedure
canbereduced:the completionis fasterby 20% while it cov-
ers13%morenodes.

Theremaindeof this paperis organizedasfollows. Section
2 presentshebackgroundandthe modelswe usein this paper
The metricsof interestarealsolistedin Section2. Section3
describeghe schemeof outmostbroadcastingand also gives
outthealgorithm.Simulationresultanddiscussiorareshoved
in section4. Section5 concludeurwork.

II. BACKGROUND AND MODEL

We definethe goal of a broadcassessiorto be “to reacha
part” of thenetwork, but notnecessarilyheentirenetwork. We
preferthis moregenerabefinition,sincethis couldreflectmore
accuratelythe intentionsof an application. In somecasesa
searchamonga certainpercentagef total nodesmaybe satis-
factoryfor a particularapplication.For example,whenanode
wantsto contacta sener, it only needso find the nearesbne
within severalhops.With this definition,we let theapplication
or the userselectthe appropriatesxtent of the broadcast.The
requirements to reachthe desiredscopewith asfew rebroad-
castsaspossible.

We make sometypical assumptionsaboutthe underlying
network. The nodessharea singlecommonchannelwith car
rier sensamultiple accesgCSMA with no collision detection).
Furthermorewe assumehateachnodehasthe sametransmis-
sion power. We assumeahateachnodemaintainsinformation
aboutits neighborhoodn atable. We canhave two different
mechanismso updatethe table. First, the neighborhoodable



is updatedhroughaperiodicHELLO message Secondit can
beupdatedvhenerer anodehearsa packettransmission.

To improve on flooding, a subsetof nodescanbe selected
to performrebroadcastNi et al. [1] presentedeveral differ-
entwaysto reducethe numberof rebroadcastsOne of their
proposedmethodsvasa probabilisticschemewherethey en-
courageonly a certainnumberof nodesin the neighborhood
to rebroadcastWe compareour protocolwith this oneandfor
thiswe presentt in detailbelow.

In addition, several othermechanismsvere proposedo re-
ducerebroadcastsuchas counterbased,distancebasedand
alsoGPSfor positionlocation[1]. Othermechanismsanalso
beusedto controlthe messageverheadsuchasTTL (time-to-
live) andexpandingring search.

We briefly describeéhegeneraprobabilisticbroadcasGEN)
algorithmproposedn [1]. A parametek, which we referto
as the target rebroadcassize, is specified. It representshe
averagenumberof neighboringnodesthat are requiredto re-
broadcastEachbroadcaspaclet carriesthe sizeof the neigh-
borhoodof the sender When a noderecevesthe paclet, it
rebroadcastthe paclet accordingto the following procedure.
It randomlygenerates.numbem betweerD andthe neighbor
hood size of the senderof the paclet. If the numbern < k,
it will rebroadcastlt is easyto seethatthe protocolattempts
to have 'k’ new rebroadcastafter eachrebroadcast.A node
that hasalreadyrebroadcastedncefor a particularbroadcast
sessiorwill notbroadcasagain.

We needto defineperformancametricsin orderto compare
the efficiengy of the variousbroadcasschemes.We usethe
following metrics:

« Coverage is the fraction of nodesof the network that are
reachedn onebroadcassessior(Thisincludesmary rebroad-
castsfrom nodesotherthantheinitiator).

« BroadcastEfficiency: istheaveragenumberof newly reached

nodesperrebroadcagbaclket. Thebroadcasefficiency is equal
to total numberof reachedhodesdivided by the total number
of rebroadcastpaclets. Note that for the first broadcasthe
efficiengy is equalto the sizeof the neighborhood.

« BroadcastlLatency or Duration: isthedurationof thebroad-

castsession,.e., the time interval betweenthe first and last
rebroadcast.

Note thatthe above metricsarerelated. For high coverage,
we naturallyneedmorerebroadcasgpaclets. Hence we intro-
ducethe efficiency metric; to countthe numberof nodeswe
reach(gain)versusherebroadcast&ost).

I11. Distance-Avare Broadcasting

Thekey ideaof thiswork is to estimateandusethedistances
betweennodesin orderto improve the efficiency of a single
broadcassession.Intuitively, we wantto maximizethe cov-
eragewhile reducingwastedrebroadcastsMore specifically

LFor some ad hoc routing protocols, the periodic messageis actually
needed[3,4].

2The term rebroadcashereincludesalsothe first broadcaspaclet sentby
theinitiator of thebroadcast.

we proposeto useboth signalinformation and neighborhood
sizeto choosethe setof nodesthat rebroadcastWe wantthe
outmostneighboringnodesto rebroadcastFigurel illustrates
the concept.Assumethatnode’s’ is the nodethatinitiatesthe
broadcassessionlf theoutmosinodest, 5, 6, 7, 8 rebroadcast,
we maximizethe numberof new nodeswe canreach. Broad-
castsof nodesl, 2 and3 do not yield muchif the aforemen-
tionednodesrebroadcastThus,we do notwantnodesl, 2, 3
to rebroadcast.

Figurel. Broadcastingandoutmostnodes

The naturalquestionis: How canwe identify the outmost
nodeswithout introducinga significantincreasen overhead?
Clearly, if nodesareequippedvith GPS then,we canhave ac-
curatemeasurementsf their relative distancesHowever, GPS
may be too expensve or power-consuming. We proposethe
usethesignalstrengthto estimateherelative distancebetween
nodes|[2].

Whena noderecevesa paclet, it canmeasurahe receved
signalstrengthof that paclet. By knowing the signalstrength
and channelmodelof thelink to the recevers,nodecanesti-
matethe distanceto the senderof the paclet®. A neighborta-
bleis maintainedaswe describedn Sectionll. Thedifference,
however, is thatnow we alsokeepthe signalstrengthfrom the
mostrecentpaclet receved from eachneighbor Eachentry
in the table hastwo fields: the nodeid andthe receved sig-
nal strength. Entriesare sortedin ascendingorder of signal
strength. Thus, the furthestnodecorrespondo thefirst entry;
andthen-th furthestnodecorrespondso the n-th entry.

Beforewe describeour approachjet us examinea simpler
and more naive way of performingthe broadcast.Let us as-
sumethat we allow nodesonly beyond a certaindistanceto
rebroadcastor all the rebroadcastsf a session. This would
not be aseffective, sinceit could leadto an early termination
of thebroadcastTheremaybe caseswheretherearenoneigh-
borsbeyondthe pre specifieddistance.In that case therewill
be no further rebroadcast# this naive schemes usedin that
particularneighborhood.

We proposeo usethe distancemetricin conjunctionwith a
required” numberof rebroadcastConsequentlyve canthink
of two Distance-ADaptie schemes.In the first schemewe
specifyacertainnumberof outmostnodeq DAD-NUM ), while
in the second,we specify a percentagef the outmostnodes
(DAD-PER) thatwe selectto performtherebroadcast.

3For Examplewe canuseP, = cP;(1/d"™) to calculatethedistanced with
known P, andP;



Protocol DAD-NUM: Theinput parameteis the numberk
of outmostnodesthatwe wantto performrebroadcast.

« Beforeanoderebroadcastdt consultsits neighborhooda-
bles,andfinds the thresholdsignal-strengttvalue S, ., such
that there are k valueslessthan this value Sip,.s. In other
words,therearek neighbordurtherthanthe distancethatcor-
respondgo S;..s. If a nodehasneighborsize of lessthan
k, we setthe Sy @smaximumof the signal strengthval-
ues,i.e., all of the nodesneighborswill beselectedo perform
rebroadcastEachrebroadcastingiodeincludesthe threshold
signal-strengtivaluein the broadcaspaclet.

« Oncea noderecevesa broadcaspaclet, it recordsthe re-
ceivedsignalstrengthS,.... Furthermoreit retrievesthe value
Sinres from the paclet. It comparegshe two signal-strength
values. If S,cc > Sinres, it ignoresthe paclet. Otherwiseit
rebroadcasts.

Protocol DAD-PER, it is similar to the previous protocol,
with the only differencebeingthatwe selecta percentag® of
nodesthatwe encouragéo rebroadcastinsteadof anabsolute
number Thus,thethresholds specifiedby thevalueof thelast
of the p% of thetop entriesin the neighborhoodable. It turns
out thatthis methodperformsaswell asthe distance-unaare
approachGEN. However, it doesnot perform aswell asthe
previous,schemeDAD-NUM.

V. SIMULATION RESULTS

We use GLOMOSIM[5] to perform our simulations. We
have modified the implementationof the 802.11 MAC proto-
cols to simulatethe CSMA/CA behaior. HELLO messages
areimplementedn theprotocolto allow theexchangeof neigh-
borhoodinformation,i.e., eachnodewill broadcasa HELLO
messag¢o notify its neighborsof its presenceeriodically So
eachnodehasa knowledgeof its neighbors.We assumehat
the transmissiorrangeis symmetric. The periodicity of the
HELLO messagess 5 secondsandthe rebroadcasjitter time
(paclketswait a shortperiodof time beforesentto MAC layer)
is setto 10 msec.

In thesimulationmodelsthenetwork is deployedin a3000m
x 3000marea. The transmissiorradiusof a nodeis fixed to
223m. The nodesare randomly distributed. We recordthe
numberof nodesreachedin a broadcastsession,the corre-
spondingnumberof rebroadcaspaclets sent,aswell asthe
lateng incurred. For eachconfiguration,we perform 200 it-
erationsand computethe averageresult. Simulationis also
performedwith variousmobile speedsaandwith variousnodes
densities.

A. Broadcastficiencyof differentbroadcastingschemes

Wefirstcomparehebroadcasefficiengy of thetwo schemes.
Since DAD-PER usesa percentagdo decidethe numberof
nodesthatwill rebroadcastits efficiency is a function of per
centage. In orderto comparewith the efficiency of DAD-
NUM, the efficiency of DAD-PERis normalizedasa function
of correspondingpumberk’. The corversionusesthe product
of the averageneighborsizeandpercentagéo getthe number

of rebroadcastingiodes’k’. The simulationis performedon
a topologywith 500 nodes,andthe resultin termsof perfor
manceareshownn in figure 2.

Thefigureshovs thatDAD-NUM performsbestfor all 'k’ s.
Whenk is small, DAD-PER!s slightly betterthanGEN but it
is notasgoodasGEN whenk is greaterthan3. Thereasornis
thatfor thosenodesthathave alargeneighborsize, DAD-PER
will causea large numberof nodesto rebroadcastHowever,
for GEN and DAD-NUM, statistically only a certainnumber
of nodeswill rebroadcasto matterhow big the neighborsize.
Pureflooding hastheleastefficiency of 1 for all valuesof 'K’ s.

Notethatthe broadcasefficiencgy is only onemetricthatwe
useto evaluatea broadcastinggcheme We alsoconsidercov-
erage Figure2 shovsthatwhenk is 1, thebroadcasefficiency
is ashigh as7. However, the correspondingoverageis only
1.6%. Theefficiencgy is only usefulwhenthe coverages large
enough.

Fromourresult,we obsenethatthecoverageof DAD-NUM
andDAD-PERarevery closeandDAD-NUM hasa higheref-
ficiengy than DAD-PER. Soin the restof the paper we only
useDAD-NUM andcomparewith thegeneralschemegGEN).

B. Coverage andlatency

We next comparethe behaiors of DAD-NUM and GEN.
Theefficiengy of two schemesirecomparedn figure2. When
rebroadcassize increasesye seethat DAD-NUM is always
betterthanGEN.

Thecoverageof DAD-NUM andGENis comparedn figure
3. Thesimulationresultsshov thatDAD-NUM cancovermore
nodesthan GEN. As the number’k’ increasesthe coverage
increaseandis closeto thecoverageprovidedby pureflooding
(representedby lines). The increaseon coverageprovided by
DAD-NUM over GEN is representetly the barsin the graph.
Thegaincanbeupto anincreasedoverageof 20%of thetotal
nodes.

Theadwantageof DAD-NUM isthatit canachievelargecov-
eragethan GEN while attaininga higherbroadcasefficiency.
Figure4 shaws the relationbetweenthe efficiency andcover-
agefor DAD-NUM and GEN. For achieving a setcoverage,
DAD-NUM is moreefficientthanGEN, thus,requireslessre-
broadcaspaclets.

Another advantageof DAD-NUM is that it takes a lower
time to completethe broadcassessiornthan GEN. Sincethe
outmostodegerformrebroadcasgachrebroadcaswill cover
alarge area.Thus,a smallernumberof rebroadcastelaysare
neededo finish the whole broadcassession.Figure 5 com-
paredthe delaysof DAD-NUM and GEN. Whenk is small,
the latenciesare similar becausef the similar low coverage.
As k increasesthe advantageof DAD-NUM becomesobvi-
ous. Whenk=8, the lateng of the broadcastingprocedureof
DAD-NUM is lower by 21%while anincreaseof 13%. Since,
too small coverageis not interestingfor real applicationswe
usearebroadcassizek=7 in therestof our discussion.
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Figure4 Efficiengy of DAD-NUM is high evenwith high coverage.
Obsenre thatDAD-NUM coversnodeswith betterefficiengy.

C. Effectof mobility

In a mobile network, nodesare moving aroundwith differ-
entvelocities. The motion of the nodeswill impacta broad-
castsessionn variousways. However, the behavior of broad-
castingactually doesnot changemuch with different mobil-
ity patterns..Thereasoris thatthe durationof a broadcasting
sessionis not very long. As Figure5 shaws, the delay of a
broadcassessionis about150 millisecond. With a speedof
10m/sor 20m/s,the actually positionof nodesdo not change
by muchduringthe sessionSincethe behavior is very similar
for otherspeedswe simply usea speedof 20m/sfor further
experiments.

D. Effectof nodesdensity

We have consideredh network with 500nodesandanalyzed
theresults.A changén nodedensitycanleadto someotherin-
terestingobsenations.As the nodedensityincreasesthe aver-
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Figure5 Compareof lateny for differentsizek (Whenk=8, GEN'’s
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ageneighborsizeincreasesThis will resultin high contention
amongneighboringnodes. Our schemethus, is impactedby

two aspects. First, our schemeonly usesa small fraction of

thenodesto performthe broadcastlf the densityof the nodes
increasesgachrebroadcagbaclketcanpotentiallyreachalarge
numberof nodes.Sotheefficiency increasesSecondthecov-

erageis slightly degradeddueto the contention.

We simulatedfour differenttopologiesof varyingsize. They
contain500, 600, 800, 1000 nodes,respectiely. The corre-
spondingaveragedegreeof a nodein the specifiedcasesare
8.0,10.4,12.9and16.1,respectiely. As figure6 shows,theef-
ficiengy of broadcastingncreasesteadilyasthe nodedensity
increasegrepresentedby bars). The coverageis slightly de-
graded(representetby lines). For the 1000nodescase the ef-
ficiengy is around3, which correspond$o a coverageof about
80% with a costof only 25% of thatincurredin pure flood-
ing. We usea large valueof k (=7) sincethis is the regime of
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interest.
E. Effectof multi-sessions

So far all the simulationsthat we have shovn are for the
casewhereinthenetwork s lightly loadedandthereis only one
ongoingbroadcassessioratagiventime. In realapplications,
multiple broadcastingessiongould arisein differentpartsof
thenetwork.

We comparedhe coverageof DAD-NUM and GEN when
multiple broadcassessionsxist simultaneously Theseses-
sionsare randomlygenerated.Figure 7 shavs the resultsof
our simulations.

As thenumberof broadcassessionéncreasesthe coverage
decreasedecauseof an increasein contentionlevel. When
thenumberof parallelbroadcaskessionsrelarge, both GEN
and DAD-NUM behare similarly which meansthat they are
impactedn the samemanner

V. Conclusion

The useof signal-strengths a novel ideathat is worth ex-
aminingfurtherto establishts full potential. Our initial simu-
lationssuggesthattheremay be significantadvantagesn per
forming signalstrengthadaptve broadcast.

As ourmaincontribution,we proposdo usethesignalstrength

toimprovetheefficiency of broadcastingnddevelopprotocols
to do so. We shaw thatwe canusethe signalstrengthof recev-
ing paclet to infer the relative distanceamongnodes. Using
this we ensurethatonly the outmostneighborsof a broadcast-
ing nodeperformtherebroadcastn anadhocnetwork, power
consumptioris critical, andfor this, we requirethe minimiza-
tion of the numberof paclettransmissions.

Ourwork canbe summarizedsfollows:
« We show thatbroadcastinganbeimprovedgreatlyby choos-
ing the outmostnodeswithin a broadcastingnodesrangefor
rebroadcasting.Our protocol requires20% lessrebroadcasts
for coveringthe sameareacomparedo previousmethods.

1.0 q Coverage of parallel

broadcast sessions
0.9 -

0.8 -\
0.7

Coverage

0.5

0.4 4

0.3+

0.2+

0.14

0.0 T T T T

# of parallel sessions

Figure 7 Coverage for different number of parallel broadcast
sessions.

« We demonstratehat signal-strengtttanbe usedeffectively
to improve the efficiengy of broadcasting.

« As an addedbonus,by usingour approachthe durationof
a broadcassessiorprocedurecanbe reduced.In our simula-
tions,thebroadcasts fasterby about20%while it covers13%
morenodes.

Future work. We wantto integrateour approachin anadap-
tive framework whereinthe userwill definethe extent of the
broadcast.The mechanisnwill thenself-configureto achieve
the desiredbroadcast.The framewnork would adaptvely fine-
tunethebroadcasparameteraccordingo therealapplication.
We would lik e to stress-tesbur approactin highly mobileen-
vironments. We alsowantto find its sensitvity to potentially
misleadingor obsoleteneighborhoodnformation. For both
thesecaseswe would like to develop robust schemego deal
with mobility with informationstaleness.
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