
Calico: Automated Knowledge Calibration and Diagnosis for
Elevating AI Mastery in Code Tasks

Yuxin Qiu
University of California at Riverside

Riverside, USA
yuxin.qiu@email.ucr.edu

Jie Hu
University of California at Riverside

Riverside, USA
jhu066@ucr.edu

Qian Zhang
University of California at Riverside

Riverside, USA
qzhang@cs.ucr.edu

Heng Yin
University of California at Riverside

Riverside, USA
heng@cs.ucr.edu

Abstract

Recent advancements in large language models (LLMs) have ex-
hibited promising capabilities in addressing various tasks such as
defect detection and program repair. Despite their prevalence, LLMs
still face limitations in e�ectively handling these tasks. Common
strategies to adapt them and improve their performance for speci�c
tasks involve �ne-tuning models based on user data or employing
in-context learning with examples of desired inputs and outputs.
However, they pose challenges for practical adoption due to the
need for extensive computational resources, high-quality data, and
continuous maintenance. Furthermore, neither strategy can explain
or reason about the de�ciencies of LLMs in the given tasks.

We propose Calico to address the high cost of �ne-tuning, elimi-
nate the necessity for task-speci�c examples, and provide explana-
tions of LLM de�ciency. At the heart of Calico is an evolutionary
approach that interleaves knowledge calibration and AI de�ciency
diagnosis. The key essence of Calico is as follows. First, it focuses
on identifying knowledge gaps in LLMs’ program comprehension.
Second, it conducts automated code refactoring to integrate the
overlooked knowledge into the source code for mitigating those
gaps. Third, it employs what-if analysis and counterfactual reason-
ing to determine aminimum set of overlooked knowledge necessary
to improve the performance of LLMs in code tasks.

We have extensively evaluated Calico over 8,938 programs on
three most commonly seen code tasks. Our experimental results
show that vanilla ChatGPT cannot fully understand code struc-
tures. With knowledge calibration, Calico improves it by 20% and
exhibits comparable pro�ciency compared to �ne-tuned LLMs. De-
�ciency diagnosis contributes to 8% reduction in program sizes
while ensuring performance. These impressive results demonstrate
the feasibility of utilizing a vanilla LLM for automated software
engineering (SE) tasks, thereby avoiding the high computational
costs associated with a �ne-tuned model.

ISSTA ’24, September 16–20, 2024, Vienna, Austria

© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0612-7/24/09
https://doi.org/10.1145/3650212.3680399

CCS Concepts

• Software and its engineering→ Software development tech-

niques; Software testing and debugging; Dynamic analysis;
Search-based software engineering;

Keywords

Software engineering, software testing, large language model

ACM Reference Format:

Yuxin Qiu, Jie Hu, Qian Zhang, and Heng Yin. 2024. Calico: Automated
Knowledge Calibration and Diagnosis for Elevating AI Mastery in Code
Tasks. In Proceedings of the 33rd ACM SIGSOFT International Symposium

on Software Testing and Analysis (ISSTA ’24), September 16–20, 2024, Vienna,

Austria.ACM, NewYork, NY, USA, 13 pages. https://doi.org/10.1145/3650212.
3680399

1 Introduction

Large language models (LLMs) have gained substantial traction
in software engineering (SE). These models, with their advanced
comprehension and generation capabilities, are stimulating innova-
tions in various areas of SE research and practices, such as defect
detection [14, 25, 36, 57], clone detection [18, 78], code summariza-
tion [42, 51], and program repair [17, 71]. For example, Copilot [7]
augments software developers’ productivity by providing code sug-
gestions derived from natural language descriptions and program
context such as comments, function names, and the surrounding
code.

Challenges and Current Practices. Despite their prevalence, re-
cent studies have found that LLMs’ e�ectiveness in handling SE
tasks is limited. For example, the state-of-the-art (SOTA) LLM Co-
TexT records an accuracy of 65.99% in defect detection [51]. In bug
�xing and code summarization tasks, the CodeT5 model correctly
completes the tasks with accuracies of only 17.79% and 19.55%,
respectively [51].

To enhance LLM performance in SE tasks, common strategies
include: (a) �ne-tuning pre-trained models with task-speci�c, user-
annotated data [11, 24]. For example, alongside the general lin-
guistic and commonsense knowledge acquired during pre-training,
Huang et al. [27] �ne-tune CodeBERT, GraphCodeBERT, PLBART,
CodeT5, and UniXcoder to make them concentrate on automated
program repair; and (b) utilizing in-context learning with a few rel-

evant examples such as illustrative questions and corresponding
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Overlooked  Knowledge

N1: comment
Position:
Line 6; column 48-60
Content:
# reset here

N2: import
Position:
Line 1; column 1-54
Content:
from 
django.core.exceptions 
import 
ObjectDoesNotExist

1: from 

django.core.exceptio

ns import 

ObjectDoesNotExist

2: 

3: @login_required

4: 

@permission_required

5: def 

add_conf(request):

6:  

persons_tasks[k]['er

rors'] = None  # 

reset here

7:  ...

8:  try:

9:      ...

10:   except 

(IntegrityError, 

__HOLE__, 

InternalError) as e:

11:      ...

ValidationError

Code Completion

What exception should replace the 
placeholder "__HOLE__"?

Parser

Query Generator

Basic Structure
#import?
#comment?
…
Control Flow
#if?
#for?
#try?
…
Variable
Name?
…

S2S Transformation

6:  # CALICO NOTE: a comment below
7:  persons_tasks[k]['errors'] = None  # reset here

1:  # CALICO NOTE: an import below
2: from django.core.exceptions import 
ObjectDoesNotExist

1:  # CALICO NOTE: an import below
2: from django.core.exceptions import 
ObjectDoesNotExist
…
7:  # CALICO NOTE: a comment below
8:  persons_tasks[k]['errors'] = None  # reset here

Pruned

N1

N2

N1 + N2

Why was the code 
completed incorrectly?

Does the LLM really 
understand the code?

Can LLM complete the task after 
calibrating the knowledge? 

Validation
Error

The overlooked N2 
led to this issue.

Object
DoesNot

Exist

Calico

①

add_confirmation.py

1

6

⑥

1

6

N1 Identified

N2 Identified

Figure 1: Working Example.

answers to enrich contextual comprehension for the target tasks [10,
14, 67, 69, 71]. For example, the protocol fuzzer ChatAFL [44]
prompts ChatGPT to generate message grammar of internet proto-
cols by providing two grammar examples of di�erent protocols in
the required format. While both �ne-tuning and in-context learning
paradigms enhance LLM performance, their practical application
to code tasks in SE presents challenges. Such challenges typically
arise from the following sources:

• Computational Resources. Fine-tuning inevitably requires a sub-
stantial amount of computational e�ort. It can be costly and
sometimes infeasible for SOTA models with numerous parame-
ters. Additionally, maintaining the relevance of �ne-tunedmodels
over time is di�cult as new knowledge emerges, which often
requires continuous updates with fresh data.
• Data Availability and Similarity. Both �ne-tuning and in-context
learning require high-quality, task-speci�c data, which may not
always be readily available. Collecting such data often requires
signi�cant e�ort such as user annotations.
• Lack of Explanations. Both approaches work as a black box in code
tasks. They do not o�er explanations for the de�ciencies of LLMs
in certain scenarios, which creates a gap in our understanding of
models’ limitations and the strategies needed to overcome them.
• Model Generalizability. Both paradigms risk over�tting the LLM
to speci�c examples or tasks, potentially reducing the model’s
ability to generalize to a broader range of SE scenarios.

Calico.We propose to lay the groundwork for enhancing the perfor-
mance of LLMs in code tasks without �ne-tuning. Speci�cally, we
propose Calico, an evolutionary approach that interleaves knowl-
edge calibration and AI de�ciency diagnosis for code.

Indeed, the essence of �ne-tuning or in-context learning with a
few examples is to enhance an LLM’s ability to understand code.
We thus hypothesize that a similar improvement can be achieved

by identifying fundamental knowledge gaps, such as overlooked
code syntax, within the LLM’s current understanding and then
integrating the necessary information to �ll those gaps.

The overall insight of Calico lies in its innovative dual capability
to enhance LLM performance and provide explanations of task-
speci�c de�ciencies at the same time. Unlike in-context learning,
which is limited to question-answer examples within a speci�c
context to guide the LLM, Calico identi�es and �lls fundamental
knowledge gaps across a variety of contexts. Thus, we can improve
LLM performance in a broader range of tasks without the need
for extensive task-speci�c �ne-tuning. Calico also aims for the
minimal integration of knowledge necessary to produce correct
LLM responses, thereby addressing the explanations for de�ciencies.
Our key approach is three-fold as elaborated below.

1. AI Mastery Screening. Conventional in-context learning enhances
LLM performance by supplementing task-relevant examples, while
�ne-tuning improves LLM e�ectiveness by feeding task-speci�c
data. Based on the insight that a profound understanding of code
structure is a must for e�ectively executing any code tasks, Cal-
ico initiates its process by examining how well LLMs understand
source code. It �rst formulates queries that probe the structural
comprehension of code. Next, it contrasts LLM’s outputs with the
ground truth from treesitter [1], an abstract syntax tree (AST) parser.
This comparison allows Calico to identify the speci�c AST nodes
and structures where LLMs overlook critical knowledge, thus shed-
ding light on their limitations in code comprehension and o�ering
a pathway to targeted improvements.

Figure 1 shows a code completion example using ChatGPT 3.5 [2].
When tasked with replacing the placeholder __HOLE__ (Line 10) in
add_confirmation.py, ChatGPT incorrectly suggests Validation-
Error instead of the correct ObjectDoesNotExist exception. To
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improve precision, Calico �rst evaluates ChatGPT’s code under-
standing by comparing its responses to queries about the AST
against the ground-truth results from the Python AST parser in
treesitter. The query generator in Calico generates these queries,
which can involve the identi�cation of library import, control �ows,
variable de�nitions, etc. This comparison uncovers ChatGPT’s over-
sight of crucial AST nodes, N1:comment corresponding to the inline
comment in Line 6 and N2:import corresponding to the library
import in Line 1, and their associated information. This indicates
the knowledge gaps {N1, N2} that need to be addressed.

2. Knowledge Calibration. Once Calico identi�es the knowledge
gaps, it integrates this information into the source code to refocus

the LLM’s attention on these speci�c areas. Such an integration is
achieved through AST-based source-to-source code transformation.
Calico inserts a comment node before each AST node associated
with overlooked knowledge. In other words, it adds an annotation
highlighting the subsequent line of code as needing extra attention.
For example, in Figure 1, to refocus ChatGPT’s attention to the
inline comment in Line 6, Calico adds a comment CALICO NOTE:

a comment below prior to the original line of comment.

3. De�ciency Diagnosis. Intuitively adding all overlooked knowledge
to LLMs can overload the model with task-irrelevant data and does
not o�er insights into the model’s task-speci�c de�ciency. Thus,
it is important to selectively integrate key information needed to
keep LLMs focused and e�ective. There have been developments
of counterfactual reasoning in AI [12] to �nd the smallest changes
needed to alter a model’s prediction. Calico utilizes such an ap-
proach through what-if analysis to investigate how �lling di�erent
knowledge gaps a�ects LLM responses. By doing so, we can en-
sure that prompts remain concise with only the most signi�cant
knowledge, which can concurrently serve as an explanation for per-
formance de�ciencies. In fact, Calico aims to answer "What would
happen to LLM responses if we were to �ll alternative knowledge
gaps?" To achieve this, Calico systematically generates all combi-
nations of overlooked knowledge. Next, it traverses them from the
smallest to the largest combination. When the smallest e�ective
combination is found that accomplishes the task, it indicates the
essential knowledge has been pinpointed and identi�ed, and Calico

concludes its process and explains the de�ciency as lacking such
identi�ed knowledge.

In Figure 1,Calico identi�es the overlooked knowledge {N1:com-
ment, N2:import} and their three possible combinations—C1 =

{N1}, C2 = {N2}, and C3 = {N1, N2}. It then systematically inte-
grates each combination into the source code via knowledge cali-
bration and subsequently prompts ChatGPT to re-evaluate its code
completion. Calico starts from the smallest set {N1} and observes
that emphasizing this inline comment does not yield the desired
response because ChatGPT still outputs the wrong exception type
ValidationError. Recognizing this persistence of incorrectness,
Calico moves on to evaluate the next set {N2} to refocus Chat-
GPT’s attention to the associated library import. Calico observes
that ChatGPT accurately identi�es the appropriate exception type,
ObjectDoesNotExist, to replace the placeholder __HOLE__. This
indicates that ChatGPT initially overlooked this library import,
which led to the incorrect code completion. Calico identi�es this

minimal knowledge as essential for enhancing ChatGPT’s ability
to ful�ll the code completion task e�ectively.

Results. We conduct an extensive evaluation over 8,938 programs
on three commonly seen code tasks—bug detection, code summa-
rization, and program repair. These programs are from �ve open-
source, widely-used datasets, including Bugs2Fix [60], CodeSearch-
Net [28], Devign [77], ETHPy150Open [30], and InferredBugs [29].
They span four most commonly used programming languages—C,
Java, JavaScript, and Python.

Our experimental results demonstrate that the vanilla ChatGPT
understands 90% basic structures and API calls, and 80% control
�ow, variables, and expressions. With knowledge calibration, Cal-
ico improves the vanilla LLM by up to 20% and exhibits comparable
performance with �ne-tuned LLMs. Using counterfactual reason-
ing to integrate a minimum set of knowledge, Calico decreases
the program size by an average of 8% compared to adding all over-
looked knowledge while ensuring LLM performance. Per the open
science policy, we make Calico’s artifacts, benchmark programs,
and datasets available at https://zenodo.org/records/13145331.

In summary, this work makes the following contributions.
• Calico presents a novel, lightweight, broadly accessible solution
to enhance vanilla LLMs across various tasks without the high
computational costs of �ne-tuning.
• Our extensive study on 8,938 programs assesses LLMs’ code
structure comprehension, revealing diverse pro�ciency across
programming languages.
• Calico examines LLMs’ understanding of code and integrates the
overlooked knowledge into the original code.
• Calico o�ers the �rst automated LLM diagnosis framework that
identi�es key information to keep LLMs focused and e�ective.

The rising demand for AI-enabled tools in the era of generative
AI highlights the importance of integrating LLMs in software de-
velopment e�ectively. To our knowledge, Calico stands out as a
pioneering approach that can reshape the utilization of LLMs in
SE by diminishing the necessity for �ne-tuning. It works by pin-
pointing knowledge gaps, supplementing this knowledge within
the current task, and employing counterfactual reasoning to explain
performance de�ciencies. While Calico initially targets gaps regard-
ing code structure understanding, its approach can be generalized
to other code-related knowledge, such as data�ow analysis, poten-
tially revolutionizing a broad range of software analysis practices.

2 Background

2.1 Code Tasks in Software Engineering

Prior work [50, 51] summarizes the key code tasks in SE, which
are classi�ed as understanding tasks and generation tasks. Under-
standing tasks refer to activities of comprehending source code
and include defect detection, clone detection, code search, etc. They
involve a variety of input-output types. For example, in defect detec-
tion where the objective is to identify if the provided code contains
any defects, the input is the source code, and the output yields a
speci�c predicted value such as True or False.

Generation tasks refer to code-related translations and include
code translation, bug �xing, code summarization, code generation,
etc. Similarly, they involve various input-output types. In bug �xing
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Deficiency Diagnosis

Code

Query Generator

Result Comparator

S2S Transformation

AI Mastery Screening Knowledge Calibration

What-if Analysis

General Data

Pre-trained LLM

Task-specific Data

Fine-tuned LLM

</> code example 1
Result: buggy
</> code example 2
Result: not buggy

buggy

Few-shot Prompt

(1) Fine-tuning Pre-trained LLMs

AST ParserLLM

Calico Workflow

(2) In-context Learning with Examples

Traditional Workflow

</> code 3
Result: 

Figure 2: Calico Overview.

tasks for repairing buggy code by generating the correct version,
both the input and the output are source code.

2.2 Large Language Models for Code Tasks

LLMs are extensively applied in the �eld of natural language pro-
cessing [46, 64]. In SE, recent work [16, 19, 24, 27, 71, 72] have ex-
plored how to use LLMs for code tasks. For example, FuzzGPT [16]
is a fuzzer to detect bugs in deep learning (DL) libraries. It can be
either �ne-tuned with additional programs for triggering similar
bugs or prompted with a few context-aware examples.

LLMs o�er the potential for �ne-tuning task-speci�c models;
however, the signi�cant hardware resources and data required can
be prohibitive for those without privileged access. For example,
BERT [40] was built on top of one Nvidia P100 GPU, Yelp dataset,
and more than two days of �ne-tuning. In contrast, Calico explores
an innovative approach of using LLMs—conducting knowledge
screening and subsequent calibration without the expensive �ne-
tuning process. This approach could potentially make AI-assisted
research more accessible.

3 Calico

Calico aims to enhance the performance of LLMs in cross-domain
code tasks. As shown in Figure 2,Calico contains three novel compo-
nents that work in concert: (1) code structure screening by di�eren-
tial queries between LLMs and AST parsers (Section 3.1); (2) source-
to-source transformation to incorporate overlooked information
into original programs (Section 3.2); and (3) what-if analysis to
diagnose performance de�ciencies (Section 3.3). Its three-pronged
approach builds on two key insights. First, LLM’s performance can
be improved by supplementing overlooked knowledge. Second, we
can ensure that prompts remain concise by integrating only the
most signi�cant knowledge, which can concurrently serve as an
explanation for performance de�ciencies.

3.1 AI Mastery Screening

Successfully executing code tasks necessitates an in-depth under-
standing of various code aspects, where code structure is a critical
foundation. This structure is typically represented as an AST, with
nodes representing syntactic constructs such as variables and opera-
tors, and edges indicating the relationship between these constructs.
ASTs have been extensively used in prior research for various pur-
poses, including code representation [8], clone detection [26, 54],
and software evolution analysis [49]. Leveraging this insight, Calico
starts its process by evaluating LLM pro�ciency in understanding
code structures. Calico automates this process in two steps.

Step 1. Query Generation. Calico uses treesitter [1] parsing library
to analyze the structure of source code. Treesitter constructs an AST
for the given code and supports AST-based code editing. It is com-
patible with over 100 programming languages, which substantially
enhances Calico’s ability to process extensive codebases.

In treesitter’s ASTs, nodes corresponding to expressions fol-
low particular patterns that are represented as S-expressions [3].
These patterns are related to the language parsers supported within
treesitter. For instance, a C language parser contains examples [4]
of input source code and the expected output AST, written as an
S-expression. The binary expression 1 + 2 in a C program is rep-
resented as a binary_expression node, which branches into two
number_literal child nodes. This structure conforms to the pat-
tern (binary_expression (number_literal) (number_lite-

ral)). By identifying such patterns within ASTs, Calico locates
the desired code structures and generates queries to extract infor-
mation from these code regions. Calico analyzes 5 distinct types of
code structures, including:

• Basic Structure. Calico identi�es basic structures such as (1)
preprocessor directives (e.g.,#include <stdio.h>), (2) library
imports (e.g.,import ObjectDoesNotExist in Line 1 of Figure 1),
(3) annotations (e.g.,@login_required in Line 3 of Figure 1), and
(4) comments. These elements are essential for code understand-
ing. For example, given a macro de�nition #define PI 3.14,
LLMs should recognize that all occurrences of PI are consistently
replaced with 3.14. Calico �nds these structures by matching pat-
terns such as (preproc_include), (import_declaration),
(annotation), and (comment) in ASTs.
• API Call. API calls are the standard method of interacting with
external components (e.g., libraries in stdio.h). Understanding
API usage is bene�cial for various tasks. For example, when a
code uses strcpy without boundary checks, LLMs must recog-
nize the potential security risks such as bu�er over�ows. Calico
identi�es API calls by searching for the (call_expression) pat-
tern within ASTs.
• Control Flow. Control �ow indicates the order of a program’s
statement execution, which is often determined by conditional
statements (e.g.,if statements) and loops (e.g.,while loops). Un-
derstanding control �ow is critical to comprehending the pro-
gram’s logic, locating bugs, and identifying optimization op-
portunities. Calico detects control �ow by searching ASTs for
key statements such as (if_statement), (switch_statement),
(for_statement), etc.
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from django.core.exceptions import ObjectDoesNotExist
@login_required
@permission_required('workshops.add_person', 
raise_exception=True)
def person_bulk_add_confirmation(request):
  if request.method == 'POST':         
    data_update = zip(personals, families, usernames, 
emails, events, roles)
    for k, record in enumerate(data_update):
      persons_tasks[k]['errors'] = None  # reset here

(b) LLM Prompt Example for Analyzing (a)

Query and Screening S2S Transformation

(a)  Original Code 

[SYSTEM ROLE] You will be given a Python program (a). I want you to work 

as a Python program analysis tool and answer the questions between 

[QUESTION] and [END QUESTION]. Surround your answer with no additional 

words and with tags [ANSWER] and [END ANSWER].

[QUESTION]How many comments are there in the code? Enumerate all 

occurrences using their line numbers. For example, Line 1. [END QUESTION]

[QUESTION]How many libraries are imported in the code? Enumerate all 

occurrences using their line numbers. For example, Line 1. [END QUESTION]

(c)  Transformed Program with Overlooked Library Import

# CALICO NOTE: an import below
from django.core.exceptions import ObjectDoesNotExist
@login_required
@permission_required('workshops.add_person', 
raise_exception=True)
def person_bulk_add_confirmation(request):
  if request.method == 'POST':         
    data_update = zip(personals, families, usernames, emails, 
events, roles)
    for k, record in enumerate(data_update):
      persons_tasks[k]['errors'] = None  # reset here

from django.core.exceptions import ObjectDoesNotExist
@login_required
@permission_required('workshops.add_person', 
raise_exception=True)
def person_bulk_add_confirmation(request):
  if request.method == 'POST':         
    data_update = zip(personals, families, usernames, emails, 
events, roles)
    for k, record in enumerate(data_update):
      # CALICO NOTE: a comment below
      persons_tasks[k]['errors'] = None  # reset here

(d)  Transformed Program with Overlooked Comment

Figure 3: LLM Prompt Example and S2S Transformation.

• Variable and Type. Variables and data types are fundamental
to programming because they de�ne and manage data essen-
tial for program execution. LLMs need to understand them for
optimizing code, �nding bugs, and solving other problems. For
example, LLMs should recognize type errors when dividing a
number by a string in the expression 10 / "1". Calico �nds
variables and their types in ASTs, located in (identifier) and
primitive_type respectively.
• Expression. Expressions, such as computations and assignments,
involve variables (i.e., operands) and operators. They are crucial
in assessing conditions in programs. Calico locates expressions by
matching the pattern (expression_statement (<operator>)),
where <operator> represents di�erent operators such as binary
_operator.

Calico automatically generates queries for each of the speci�ed
types. Calico assigns a system role to the LLM and compiles a list of
questions covering all AST nodes. These questions are structured
according to our speci�c format, marked by the tags QUESTION and
END QUESTION, as shown in Figure 3 (b).

Step 2. Result Collection and Comparison. After generating
queries, Calico extracts their ground-truth information by ana-
lyzing AST attributes. For example, to identify comments, Calico
matches the (comment) pattern and then extracts the content from
each AST node by reading the attribute text. It also determines the
comment’s location using start_point and end_point attributes.
As shown in Figure 1, Calico extracts details about an inline com-
ment in Line 6 of add_confirmation.py. This comment spans
from columns 48 to 60, with the content # reset here.

To evaluate the code comprehension of LLMs, Calico prompts
LLMs with all questions and checks their responses against the
correct answers. As shown in Figure 3 (b), line numbers and the
tags ANSWER and END ANSWER are used to simplify output parsing.

For example, Calico asks LLMs to list the line numbers of identi�ed
code structures. It then compares these line numbers against those
derived from the AST attribute start_point. This process veri�es
LLM’s ability to identify code elements within a given code struc-
ture. For example, in Figure 1, after promoting ChatGPT with 25
questions, it incorrectly answers 2 questions, one about library im-
ports and another about comments. Calico identi�es that ChatGPT
overlooks the library import in Line 1 and the comment in Line 6,
which correspond to the highlighted AST nodes in Figure 1.

Takeaway. Calico generates queries for 5 speci�ed types of code
structures to test LLMs’ code understanding. Its innovative design
is general and can be readily extended to a wide range of coding
knowledge by incorporating new queries, such as those for data�ow
analysis. We explore a novel approach to utilizing LLMs, evaluating
their comprehension, and pinpointing the insights they miss.

3.2 Knowledge Calibration

Prior e�orts to improve LLM’s performance have included �ne-
tuning LLMs with task-speci�c data and utilizing in-context learn-
ing with provided examples. However, these two approaches pro-
vide a broad understanding of tasks such as defect detection, rather
than concentrating on the actual, speci�c program in question.
Thus, LLMs’ understanding of a speci�c question remains unclear.
In other words, even with �ne-tuning or in-context learning, there
is no guarantee that LLMs can completely understand the program
add_confirmation.py in Figure 1.

Based on the insight that the information inherent in the current
question is critical for completing the task, Calico incorporates
details that are speci�c to the current question but missed by LLMs
into the source code being analyzed. Such integration refocuses
LLM’s attention on these speci�c areas. To aid this process, Calico
employs AST-based source-to-source transformation by leveraging
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Algorithm 1: De�ciency Diagnosis

Input:  = {:1, :2, ..., := }, all overlooked knowledge; % , the
original program

Output:  ′ , the minimum set of overlooked knowledge to improve
LLM performance; % ′ , the program augmented with  ′

1 begin

2 2><18=0C8>=B ← ∅

3 Add an empty set into 2><18=0C8>=B

4 while 2><18=0C8>=B ≠ ∅ do

5 � ← the smallest combination in 2><18=0C8>=B

6 Pop out� from 2><18=0C8>=B

7 if test_llm(�, % ) passes then

8  ′ ← �

9 % ′ ← % + ′

10 Terminate the while loop

11 else

12 foreach :8 ∈  do

13 �′ ← � + {:8 }

14 Add�′ into 2><18=0C8>=B

15 end

16 end

17 end

18 return  ′ , % ′

19 end

treesitter. It annotates each AST node that was previously over-
looked with a preceding comment node. This annotation serves as
a reminder that the subsequent code requires extra attention.

Figure 3 (a) presents a program that enables users to update
their information such as personals, families, and usernames. After
screening ChatGPT’s responses to query examples in Figure 3 (b),
Calico identi�es that ChatGPT overlooked AST nodes correspond-
ing to a library import (highlighted in the green box) and a comment
(highlighted in the purple box). Subsequently, Calico performs code
refactoring to insert comment-based annotations for knowledge
calibration. Such annotations are pre�xed with "#CALICO NOTE:."
For example, Calico generates a version of the program with an
annotation reminding of the library import in Figure 3 (c) and
another version highlighting the comment in Figure 3 (d). These
annotations direct attention to the speci�c areas that require further
investigation.

3.3 De�ciency Diagnosis

One straightforward way of calibrating the overlooked knowledge
is to add all of them into LLMs. However, this method poses two
problems: (1) it does not o�er insights into the model’s speci�c
de�ciencies in processing the current task; and (2) it may exceed the
token limitations inherent in LLMs which require concise prompts
that are still informative.

There have been developments of counterfactual reasoning tech-
niques in explainable AI [12] to pinpoint the minimal yet essential
changes needed to alter a model’s prediction. Calico leverages this
insight through what-if analysis to investigate how �lling di�erent
knowledge gaps a�ects LLM responses. In fact, Calico answers
"What would happen to the LLM’s response if we were to �ll al-
ternative knowledge gaps?" By doing so, we aim to �nd the most

signi�cant knowledge that helps LLM complete the current task, which
concurrently explains previous de�ciencies. In other words, if ad-
dressing a particular knowledge gap corrects an LLM’s response, it
is likely to be the underlying root cause of the previous error.

Algorithm. Algorithm 1 outlines the overall diagnosis process to
isolate a minimal set of overlooked knowledge. Starting with all
overlooked knowledge and the original program (Line Input), Cal-
ico employs breadth-�rst search and integrates the essential subset
into the original program (Line Output). For this, Calico iteratively
constructs powersets of the overlooked knowledge (Line 13-14) to
include all possible combinations. It evaluates each combination
from smallest (Line 5) to largest until a subset corrects the LLM’s re-
sponse (Line 7). As such, Calico successfully identi�es the required
minimum knowledge (Line 8) and augments the original program
by integrating this knowledge into the original program (Line 9).
At this point, Calico terminates the search-based diagnosis pro-
cess (Line 10). If the current combination fails to correct an LLM’s
response, Calico explores other combinations (Line 11-16). Calico
generates larger combinations by adding new overlooked knowl-
edge to the current combination (Line 13) and stores the newly
constructed combinations for future analysis (Line 14).

An execution of Algorithm 1 is shown in Figure 1. Calico starts
from the smallest combination {N1}, and the resulting augmented
code is shown in Figure 3 (d) where a comment annotation is high-
lighted in purple. Since ChatGPT’s response remains incorrect,
Calico proceeds to the combination {N2} and generates the aug-
mented code as shown in Figure 3 (c) where the overlooked library
import is highlighted in green. ChatGPT provides the correct an-
swer after prompting with this newly augmented code. Calico thus
concludes that the library import information is essential for this
task. Then, Calico terminates the search process, and the larger
combination {N1, N2} is pruned from the search space.

4 Evaluation Results

We seek to answer the following research questions.

RQ1 Can LLMs truly understand code structures?
RQ2 How e�ective is Calico in improving LLMs’ performance in

code-related tasks by performing knowledge calibration to
�ll knowledge gaps?

RQ3 What bene�ts can Calico obtain by performing counterfactual
reasoning based diagnosis to add an essential set of overlooked
knowledge, compared to adding all overlooked knowledge?

RQ4 How does Calico compare to �ne-tuned LLMs in code tasks?

Datasets. We extensively evaluate Calico on �ve open-source,
widely-used datasets, including Bugs2Fix [60], CodeSearchNet [28],
Devign [77], ETHPy150Open [30], and InferredBugs [29], with a to-
tal of 8,938 programs as shown in Table 1. These datasets span four

most commonly used programming languages—C, Java, JavaScript,
and Python. We use them across three code tasks—bug detection,
code summarization, and program repair.

• Bug Detection. This task leverages LLMs to identify if the given
source code contains bugs or not. Thus, the output is a binary
detection value such as True or False, where True indicates the
presence of bugs and Falsemeans their absence. To evaluate Cal-
ico’s capabilities of handling di�erent programming languages,
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Table 1: Subject Programs.

Task ID Dataset Language Description # of Programs

Bug
Detection

BD1 Devign [77] C Identify if a function is vulnerable 1231
BD2 InferredBugs [29] Java Identify if a method is buggy 1004
BD3 ETHPy150Open [30] Python Identify if a binary operator is wrongly used as another 1690

Code
Summarization

CS1 CodeSearchNet [28] Java Given a code, generate its natural language docstring 1277
CS2 CodeSearchNet [28] JavaScript Given a code, generate its natural language docstring 1031
CS3 ETHPy150Open [30] Python Given a function, generate its natural language docstring 410

Program
Repair

PR1 Bugs2Fix [60] Java Re�ne the code by �xing bugs 1072
PR2 ETHPy150Open [30] Python Fix the bugs where some variables are misused as another 1223

Total 8938

we follow prior work [29, 30, 41, 50, 51] and select three widely
used datasets, as reported in Table 1. They include Devign [77]
for C, InferredBugs [29] for Java, and ETHPy150Open [30] for
Python.
• Code Summarization. This task creates concise natural lan-
guage descriptions for the source code [35, 43]. Thus, the output
is natural language. We follow prior work [30, 41, 50, 51] and se-
lect three commonly used datasets to evaluate Calico, as reported
in Table 1. They include CodeSearchNet [28]’s Java benchmarks
and JavaScript benchmarks, and ETHPy150Open for Python.
• Program Repair. This task aims to produce patches for buggy
code [76]. Thus, the output is the source code. We follow prior
work [30, 41, 50, 51] and select two widely used datasets for
evaluation, as reported in Table 1. They include Bugs2Fix [60]
for Java and ETHPy150Open for Python.

Baselines. We use Calico to enhance the e�ectiveness of Chat-
GPT [2] (based on the default GPT-3.5 model) and compare our
results with the following baselines.

• Calico-NoDiagnosis. This option disables the counterfactual
reasoning based diagnosis from Calico. It adds all the overlooked
knowledge into the source code for knowledge calibration.
• VanillaGPT. This option is the vanilla ChatGPT without Calico
for knowledge calibration and de�ciency diagnosis. We initiate a
new session with ChatGPT for every assessment (i.e., one session
only contains one prompt and the corresponding response) to
avoid potential bias from prior conversions.
• CoTexT. This is the SOTA �ne-tuned LLM for bug detection
tasks according to prior studies [50, 51]. We use its Huggingface
checkpoint [5] and deploy it to our local server for evaluation.
• CodeT5. This is the SOTA �ne-tuned LLM for code summariza-
tion and program repair tasks according to prior studies [50, 51].
We use its Huggingface checkpoint [6] and deploy it to our local
server for evaluation.

Metrics. Code tasks yield various types of outputs, i.e., prediction
values, source code, and text, as discussed in Section 2.1.We describe
our evaluation metrics as follows.

• Accuracy.We follow previous work [50, 51, 68] and use accuracy
to evaluate the results of bug detection tasks. We obtain accuracy
scores by comparing LLM’s bug detection prediction (i.e., buggy
or not) with the ground-truth results available in the datasets.
• BLEU. We follow previous work [37, 50, 51, 61, 62] and use
BLEU [53] (i.e., bilingual evaluation understudy) to evaluate the

generated docstring in code summarization tasks. BLEU assesses
the quality of generated text by calculating the overlaps between
the reference and generated texts. BLEU scores range from 0 to
1, where a higher value is better and 1 indicates an exact match
with the reference. We obtain BLEU scores by comparing LLM’s
generated docstring with the ground-truth one in the datasets.
• CodeBLEU.We following previous work [37, 50, 51, 61] and use
CodeBLEU [55] to evaluate the generated code in program repair
tasks. CodeBLEU considers the similarity in ASTs and data�ows
between the generated and reference code. A CodeBLEU value
ranges from 0 to 1, where higher values indicate better similarity.
We obtain CodeBLEU scores by comparing LLM’s generated code
with the ground-truth one in the datasets.

Experimental Environment.We conducted all our experiments
on a Linux server running Ubuntu 20.04 LTS. It is equipped with
Intel(R) Xeon(R) 2.00 GHz 96-core CPU, 354 GB RAM, and 8 Tesla
V100 SXM2 16 GB GPUs. The AST analysis of source code is based
on treesitter version 0.20.4. Calico requires Python version 3.8.10.
SOTA comparisons need CUDA version 12.0.

4.1 RQ1: Can LLMs understand Code

To assess the pro�ciency of VanillaGPT in code comprehension,
we prompt VanillaGPT with source code and the corresponding
queries generated by Calico. We use all 8,938 programs listed in
Table 1 and include one single program in each prompt. For each
program, we use Calico to generate queries that cover all of the �ve
types of queries discussed in Section 3.1. We measure the average
percentage of correct responses to these queries of each type for
each programming language.

Figure 4 shows VanillaGPT’s code comprehension on our se-
lected datasets, which include C, Java, JavaScript, and Python pro-
grams. Each radar chart illustrates VanillaGPT’s comprehension
performance, representing the percentage of correct responses for
a language. These charts consist of �ve radials, with each radial
representing a speci�c code structure that corresponds to one query
type. The position of the node on each radial re�ects the correct
rate (ranging from 0% to 100%) for the corresponding structure. The
larger the area of the pentagon, the more accurate the VanillaGPT.

In general, VanillaGPT demonstrates limited comprehension of
code structures, as it does not achieve 100% correctness in any
structure. VanillaGPT exhibits a good understanding of basic struc-
tures such as comments and annotations, as well as API calls
like isinstance() and len(). Across all languages, VanillaGPT
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Figure 4: ChatGPT’s Code Comprehension for C, Java, JavaScript, and Python Programs.

achieves a correct rate exceeding 90% for these two structures. In
cases where unidenti�ed structures arise, we re-prompt VanillaGPT
with the same query, resulting in successful identi�cation. For ex-
ample, for the program Achilles in the dataset InferredBugs, when
we prompt VanillaGPT "How many APIs are called in the code?"
for the �rst time, VanillaGPT missed getPropertyName() but cor-
rectly identi�ed it upon repeating the same query. This indicates
VanillaGPT’s capabilities of comprehending basic structures and
API calls, albeit with occasional oversight that is probably due to
the need for further iterations to re�ne recognition.

For the remaining three code structures, including control �ow
for recognizing statements like while loops, variables and types
for identifying variables, and expressions for operand and operator
identi�cation, VanillaGPT’s correct rates are around 80%. Vanil-
laGPT performs less e�ectively in identifying expressions, with cor-
rect rates ranging from 68% to 80% across the four languages. For ex-
ample, in the ETHPy150Open dataset, VanillaGPT initially ignored
the nested expression (35*x**4/8 - 15*x**2/4 + S(3)/8)/(2*(y

+ 1)) and did not classify it even after re-prompting with the query
"How many expressions are there in the code?" Only upon ex-
plicitly asking VanillaGPT "Is this an expression? (35*x**4/8 -

15*x**2/4 + S(3)/8)/(2*(y + 1))" did it �nally recognize it as
such. This underscores the need for repeated exposure to identify
these more intricate structures. In contrast to basic structures iden-
ti�able through keywords like import or tokens such as #, or API
calls recognizable by parentheses, control �ow, variables, and ex-
pressions may necessitate additional information such as condition
evaluation and operation order comparison. These complexities
can pose challenges in understanding these structures.

Among the four languages examined, VanillaGPT exhibits similar
comprehension across Java, JavaScript, and Python, with average
correct rates for 5 structures at 85.6%, 88%, and 86.4%, respectively.
However, the average correct rate for understanding C structures
is lower, at 80.8%. This is potentially because of the comparatively
smaller number of C programs in VanillaGPT’s training dataset,
limiting its familiarity with C programming structures.

VanillaGPT understands 90% of basic structures and API
calls, while around 80% of control �ow, variables, and ex-
pressions. It understands Java, JavaScript, and Python better
than C.

Summary 1

4.2 RQ2: E�ectiveness of Knowledge
Calibration

To assess the e�ectiveness of Calico’s knowledge calibration to
�ll knowledge gaps, we compare the performance of VanillaGPT
and Calico on three code tasks, i.e., bug detection, code summariza-
tion, and program repair, using the datasets listed in Table 1. We
complete the experiments in two rounds: (1) round 1 involves evalu-
ating VanillaGPT by prompting it with the original source code and
asking it to complete the corresponding task; (2) round 2 involves
evaluating Calico: �rst, we use Calico to screen VanillaGPT for iden-
tifying any overlooked knowledge within each program; then, we
use Calico to add the minimum set of overlooked knowledge into
the original program; �nally, we prompt VanillaGPT with this aug-
mented program to complete the corresponding task. We calculate
average accuracy for bug detection, BLEU for code summarization,
and CodeBLEU for program repair.

We show the bene�ts of knowledge calibration in Figure 5.
Across all three tasks, Calico consistently outperforms VanillaGPT.
On average, Calico enhances accuracy for bug detection by 10%, im-
proves BLEU scores for code summarization by 15.35%, and boosts
CodeBLEU scores for program repair by 19.93%. These results indi-
cate that knowledge calibration of Calico enhances VanillaGPT’s
understanding of code structures.

For example, a Python program in ETHPy150Open has a bug
where the incorrect binary operator and is used instead of the cor-
rect or. Initially, VanillaGPT failed to identify this bug. After the
screening, Calico discovered that VanillaGPT had overlooked the
if add_missing and not item_present statement. Calico an-
notated this if statement to draw extra attention from VanillaGPT.
Subsequently, when prompting again with the augmented program,
VanillaGPT correctly recognized this program as buggy.

VanillaGPT’s code understanding can be improved by inte-
grating overlooked knowledge. On average, it achieves 10%
improvement for bug detection, 15.35% for code summariza-
tion, and 19.93% for program repair.

Summary 2

4.3 RQ3: Bene�ts of De�ciency Diagnosis

To assess the bene�ts of adding a minimum set of overlooked
knowledge instead of integrating all the overlooked knowledge, we
compare Calico against a downgraded version Calico-NoDiagnosis.
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Figure 5: Bene�ts of Knowledge Calibration.

Calico-NoDiagnosis augments code by adding all the overlooked
knowledge. Since Calico checks all knowledge combinations from
smallest to largest in an iterative manner, we measure the average
program size in terms of lines of code (LOC) when Calico achieves
the same performance as Calico-NoDiagnosis.

We report the program size in Table 2. Counterfactual reasoning
based de�ciency diagnosis in Calico leads to an average reduction
rate of 8.39%. Calico achieves a higher reduction rate for smaller
programs such as the Python programs in PR2 (ETHPy150Open)
that contain a single function. Based on our experiments, Calico
can achieve up to 14.81% reduction rate with de�ciency diagnosis.
This is because adding annotations can substantially increase their
code size relative to their original small size. In contrast, for larger
programs like the C programs in BD1 (Devign) and Java programs
in BD2 (InferredBugs), these annotations have a lesser impact on
program sizes compared to their original sizes.

Take the Java program DragonProxy of 186 LOC from the dataset
InferredBugs as an example. Its method initialize() has a bug
of resource leak where the resource fos is not released after acquir-
ing from FileOutputStream(). VanillaGPT overlooked the API
call FileOutputStream(), resulting in its inaccurate bug detec-
tion. Upon augmentation by Calico-NoDiagnosis, all overlooked
knowledge was integrated into DragonProxy, resulting in a new
program of 197 LOC. However, Calico incorporated only essential
knowledge, including the overlooked API call, generating an aug-
mented code of 192 LOC. In this way, Calico preserves su�cient
information to explain VanillaGPT’s de�ciencies while maintaining
the LLM prompt concise.

Calico explains the de�ciencies by identifying a minimum
set of overlooked knowledge and generates shorter aug-
mented code compared to Calico-NoDiagnosis. On average,
Calico achieves a reduction rate of 8.39%.

Summary 3

4.4 RQ4: E�ectiveness Compared with Fine
Tuning

With information encoded into parameters, �ne-tuning LLMs is still
one of the most e�ective approaches to teaching LLMs task-speci�c

Table 2: Bene�ts of De�ciency Diagnosis. Calico-ND stands

for Calico-NoDiagnosis.

Average Size (LOC) Reduction

Dataset Original Calico-ND Calico Rate

BD1 239 267 259 3.00%
BD2 366 436 417 4.56%
BD3 19 26 23 13.04%

CS1 87 102 96 6.25%
CS2 25 31 27 14.81%

CS3 48 57 53 7.55%

PR1 17 23 22 4.54%
PR2 13 17 15 13.33%

Table 3: Calico vs. Fine-tuned LLMs.

SOTA

Metric Dataset CoTexT CodeT5 Calico

BD1 0.527 N/A 0.656

Accuracy BD2 0.712 N/A 0.682
BD3 0.749 N/A 0.722

CS1 N/A 0.313 0.219
BLEU CS2 N/A 0.341 0.239

CS3 N/A 0.239 0.226

CodeBLEU PR1 N/A 0.241 0.247

PR2 N/A 0.235 0.226

knowledge. To assess the e�ectiveness of Calico compared with
�ne-tuned LLMs, we compare Calico against SOTA LLMs according
to the prior study [51], i.e.,CoTexT for bug detection and CodeT5 for
code summarization and program repair.

Table 3 reports our comparison results. In general, SOTA LLMs
outperform Calico. However, performance di�erences are small,
ranging from 0.009 to 0.102. Considering the substantial amount of
new data and computing resources required for model �ne-tuning,
Calico achieves notable performancewith knowledge calibration. In
particular, Calico outperforms the SOTA CodeT5 on PR1, enhancing
the CodeBLEU score by 0.006. Calico achieves a large improvement,
from 0.527 to 0.656, on BD1. This is probably because CoTexT is not
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Table 4: Calico Average Latency.

Task Screening Calibration Total

Bug Detection 3.7s 26.6s 30.3s

Code Summarization 1.8s 9.7s 11.5s

Program Repair 0.6s 4.9s 5.5s

trained with C datasets such as BD1 and may lack familiarity with
the C language to e�ectively complete the bug detection task.

Compared to �ne-tuned models, Calico introduces extra over-
head in its AI mastery screening and knowledge calibration. We
report the average overhead of Calico in Table 4. For our evalua-
tion datasets, on average, Calico needs 2 seconds for identifying
the overlooked knowledge, which is a one-time e�ort, and 13 sec-
onds for generating the augmented code with a minimum set of
overlooked knowledge. However, Calico does not need model �ne-
tuning. Although the exact time required for �ne-tuning CoTexT

and CodeT5 is not explicitly reported in the prior study [51], we can
estimate from prior work [59] that �ne-tuning an LLM with 220
million parameters such as CoTexT and CodeT5 can take a whole
day on NVIDIA A100 GPU. This overhead signi�cantly exceeds that
of Calico, while Calico demonstrates similar performance to SOTA
LLMs. In conclusion, the screening and knowledge calibration in
Calico introduce minimal overhead.

Calico achieves comparable results to SOTA LLMs with no

�ne-tuning used. The performance di�erences are less than
0.102, and Calico outperforms CodeT5 on PR1. Screening
and knowledge calibration take less than 30 seconds, avoid-
ing days of model �ne-tuning.

Summary 4

5 Related Work

LLMs in SE. Recent work [16–18, 25, 36, 57, 71, 78] have explored
the application of LLMs to solve SE problems. Deng et al. [15] use
two LLMs, Codex and InCoder, to generate DL programs for test-
ing DL libraries PyTorch and TensorFlow. Yang et al. [73] locate
buggy lines of code by �ne-tuning the LLM CodeGen. Another
line of work [51, 58] leverages SE approaches to better understand
the capabilities of LLMs. Li et al. [38] investigate the feasibility of
extracting LLMs’ code abilities such as code synthesis and code
translation by launching imitation attacks. Wu et al. [70] analyze
the limits of ChatGPT in software security applications such as
decompilation and patching. Calico, however, investigates a new
way of using vanilla LLMs by �rst examining how well LLMs un-
derstand source code and then �lling knowledge gaps to improve
LLM performance.

Prompt Engineering. To address the limitations of model �ne-
tuning, many prompt engineering approaches have emerged [10,
44, 67, 69]. When leveraging prompt engineering, users can in-
corporate task descriptions and/or demonstration examples into
the prompt to equip LLMs with task-speci�c knowledge without
any parameter updates. For example, to test DL libraries, Deng et
al. [16] employ in-context zero-shot learning to autocomplete a

partial bug-triggering program and in-context few-shot learning
to generate a new code snippet based on the example programs.
To recover software architecture, Rukmono et al. [56] use GPT-4
to emulate deductive reasoning via chain-of-thoughts prompting.
These approaches aim to provide additional task context and �ll
the knowledge gaps by integrating more information into prompts.
Our work Calico shares a similar motivation. However, instead
of o�ering general context, Calico provides information directly
relevant to the source code under analysis. It begins by identifying
essential knowledge gaps within LLM’s current comprehension and
then integrates speci�c information necessary to bridge these gaps
e�ectively.

Automated Code Refactoring. Since pioneering work on auto-
mated refactoring in early 1990s [20, 45, 52], recent research �nds
that real-world refactorings often fail to preserve semantics [32, 33],
reply on manual intervention [63], prone to errors [31, 48], and
exceed the capabilities of existing refactoring engines. A study with
professional developers �nds that nearly 12% of refactorings are
motivated to improve performance [33]. Calico builds on this foun-
dation but repurposes it to knowledge calibration in the new land-
scape of LLM for SE. By systematically and automatically adding
AST nodes of comments, Calico ensures semantic preservation
while highlighting information overlooked by LLMs.

Counterfactual Reasoning. The black-box nature of deep neural
networks hinders their explainability and thus challenges their ap-
plications in areas such as healthcare and military [13]. To address
this problem, explainable AI [9, 13, 65] aims to promote techniques
that generate explanations of AI predictions. Recent work [12]
uses counterfactual reasoning to �gure out what changes are nec-
essary for obtaining speci�c model predictions, i.e., to answer a
what-if question that what would have been the e�ect of model
predictions if we had taken action or vice versa. Calico extends
this approach and adapts it to reveal why LLMs are struggling
with code tasks. By systematically adding di�erent combinations
of overlooked knowledge, Calico identi�es the minimum neces-
sary knowledge to improve LLM performance, which serves as an
explanation for their de�ciencies.

Delta Debugging.Delta debugging [74, 75] stands as the fundamen-
tal work of automated test or code reduction. It aims to locate the
minimum failure-inducing changes between two program versions.
Recent work [22, 23, 34, 47] has sought to enhance the e�ciency and
e�ectiveness of its core algorithm, ddmin. ProbDD [66] integrates
testing history to assign probabilities to code elements, prioritizing
those with a higher likelihood of being retained in the reduced pro-
gram. All of this existing work executes di�erent variants to �nd
the minimum parts that retain the symptom (e.g., program failures).
In contrast, Calico mutates programs to �nd the minimum changes
that alter the symptom (e.g., wrong LLM responses), indicating that
such changes are critical to the symptom and can be seen as the
root cause of LLM de�ciencies.

6 Threats to Validity

Models.We use ChatGPT to evaluate Calico. Since its training data
remains disclosed, the selection of evaluation datasets may impact
the quantitative results. To mitigate this potential bias, we have
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selected �ve diverse datasets spanning four programming languages
and applied three evaluation metrics. Expanding the evaluation to
include more LLMs could facilitate further assessment.

Prompts. The performance of an LLM can be sensitive to prompts
and tasks. We follow prior work [21, 39] to design our prompts
of queries, explicitly specifying the system role, task description,
programming language, source code, and code structures for analy-
sis to mitigate bias and provide clear information and instructions.
Model randomness could be addressed via repeated prompting.

Queries and AST Parsers. The knowledge overlooked by LLMs is
identi�ed based on their responses to Calico’s generated queries.
We have designed queries for �ve kinds of code structures. The
quantitative results of code comprehension may change as addi-
tional code structures or other types of analysis techniques are
included.

7 Discussion

Calico evaluates AST-level knowledge as a �rst step. The insight is
that code structure is fundamental to completing code tasks. Since
this structure is inherently present in the code itself, Calico oper-
ates under the assumption that AST parsers can guide its process in
practical, real-world settings. De�ciency diagnosis is not intended
to improve LLM performance directly; instead, it seeks to explain
previous de�ciencies. Calico employs a what-if analysis to investi-
gate the impact of �lling di�erent knowledge gaps. For example,
when repairing buggy code, an LLM might initially propose a �x
that results in ten compilation errors. After Calico supplements
some previously overlooked knowledge, the LLM’s subsequent �x
may reduce the errors to nine. This improvement indicates that the
incorporated knowledge e�ectively addresses some of the issues,
thereby explaining the resolved errors.

Calico is independent of knowledge scopes. Its current func-
tionality is limited by the capabilities of AST parsers in processing
syntactic knowledge. However, it can easily extend to other knowl-
edge domains. For instance, Calico can integrate pointer analysis
tools for tasks to identify and address unauthorized memory access
issues. In scenarios requiring code refactoring due to updates in
external libraries, Calico can leverage tools that track library evo-
lution, such as API changes, and incorporate this information into
the code accordingly.

8 Conclusion

LLMs have gained substantial traction in code tasks such as bug
detection, code summarization, and program repair. However, they
still encounter challenges in e�ectively managing these tasks. To
address this problem, we propose Calico that identi�es the knowl-
edge gaps in LLM’s program comprehension and integrates a mini-
mum set of overlooked knowledge necessary for LLM performance
enhancement into the original program. Leveraging knowledge
calibration, Calico achieves improvements of up to 20% for vanilla
ChatGPT in bug detection, code summarization, and program repair
tasks, demonstrating comparable pro�ciency compared to SOTA
�ne-tuned LLMswithout the need for model �ne-tuning. De�ciency
diagnosis contributes to an average program reduction of 8.39%,
compared to integrating all knowledge into the source code.
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