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AFS: Andrew File System

Main Motivation: Scalability!!!

Basic idea: whole-file caching

Fetch the whole file for the first time

Update on close
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AFS version 1

When open a file for the first time, cache it

Next time, TestAuth to determine if the file 

has changed

Performance is poor. Why?

Path-traversal costs are too high

Too many TestAuth messages
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AFS version 2

Solution

File identifier

Similar to file handle in NFS

A callback mechanism to reduce client/server 

interactions

An analogy to polling vs. interrupts
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AFS Crash Recovery

If a client crashes, it treats all cache contents 

as suspect. Send TestAuth to the server.

If the server crashes, it asks all clients to 

reconstruct the callback states



Discussion Again

Throughput

Latency

Scalability

Crash Recovery

Fault Tolerance
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