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ABSTRACT
Home wireless mesh networks (WMNs) are increasingly gaining
popularity for their superior extensibility and signal coverage com-
pared to traditional single-APwireless networks. In particular, there
is a single gateway node and multiple extender nodes that coop-
erate to provide wireless coverage. We observe that there is no
comprehensive research conducted on the security aspects of the
control plane of such networks. For example, this decentralized
architecture enables each extender node to independently authenti-
cate wireless clients by synchronizing access control policies from
the gateway node. However, this synchronization unexpectedly
opens an attack surface which has not been scrutinized.

In our research, we conduct an empirical study investigating
devices and protocols of six popular home wireless mesh network
vendors, focusing on the attack surface introduced by the access
policy synchronization. Interestingly, we find that the exact proto-
cols used to support such functionalities vary by vendors, despite
the existence of the EasyMesh standard that vendors could opt-in.
Furthermore, we find a number of serious security flaws, including
but not limited to malicious clients retaining their network access
indefinitely and direct compromises of gateway and extender nodes
in some cases. These issues arise due to the lack of coordination
across different layers of protocols that work together to support
the control plane. We reported all of our findings to the affected
vendors and they have acknowledged the issues and are working to-
wards fixes (most of the vendors have released patches). Finally, we
discuss trade-offs in different existing designs, suggest alternative
solutions, and summarize lessons learned from the research.

CCS CONCEPTS
• Security and privacy → Mobile and wireless security; Secu-
rity protocols; Cryptanalysis and other attacks.
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1 INTRODUCTION
The past decade has witnessed a remarkable revolution of Wire-
less LAN (WLAN) technologies. Thanks to innovations in wireless
standards [4, 7] and techniques (like MIMO [6]), 802.11 wireless
networks now provide tremendously faster access speeds and better
signal coverage. Due to transmission power limitations imposed by
different regulations [36], scalably improving wireless signal cov-
erage requires deploying multiple interconnected wireless nodes.
One approach is to hardwire multiple access points, but physi-
cal infrastructure limitations can render the solution cumbersome.
This makes wirelessly inter-connected mesh networks (i.e., wireless
mesh networks) a popular alternative. As a result, a growing num-
ber of users have begun to deploy home wireless mesh networks,
with a compound annual growth rate of more than 10% in the past
five years [5, 8].

Historically, enforcing access control for single-AP wireless net-
works has been a relatively straightforward task [16, 84]. In contrast,
the emergence of multiple access points in wireless mesh networks
demands inter-AP communication to support various functionali-
ties such as access policy synchronization. In particular, there are
multiple different types of nodes in wireless mesh networks and
they have non-identical functionalities and privilege levels (see Sec-
tion 2.1). For example, in addition to providing wireless coverage,
a gateway node manages other extender nodes through inter-AP
control plane protocols. Each extender node can independently au-
thenticate wireless clients by synchronizing access control policies
with the gateway, also by means of control plane protocols.

To our knowledge, such inter-AP control plane protocols have
not been scrutinized for security. It is not well understood how these
protocols are used by real-world home wireless mesh networks
(hereafter “mesh networks”) to enforce security and access control,
and whether they are practically secure. To this end, we seek to
answer the following research questions:

RQ1:What practical control plane protocols, once considered
opaque, are employed in modern mesh networks?
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RQ2: How do access points in mesh networks establish mutual
trust, which is essential for the security of their control plane?

RQ3: Do protocols and mechanisms utilized by different access
points enforce access control consistently and in a timely way for
mesh networks?

To answer these questions, we first need to identify the rel-
evant protocols and the corresponding programs that carry out
the protocols. Unfortunately, we find that there was an absence
of a unified standard relevant to the control plane protocols re-
garding how access points authenticate each other and perform
common operations such as access policy synchronization. This
makes our investigation challenging, due to the fact that vendors
have rolled out their own custom implementations. Moreover, this
not only introduces diverse security risks, but also makes mesh
devices from different vendors incompatible. Subsequently, there
has been an effort to standardize inter-AP control plane protocols,
i.e., EasyMesh [4], including the operations regarding access pol-
icy synchronization. Unfortunately, we find that the focus of the
standard is to support inter-operability instead of ensuring security.

In this paper, we conduct a detailed analysis of real-world mesh
devices from six popular vendors. We identify a common control
plane functionality that involves network access policy synchro-
nization (NAPS). Such a functionality plays a key role in controlling
and maintaining the mesh network. Our analysis reveals that imple-
mentations that either follow the EasyMesh standard or otherwise
have an array of serious, previously unknown vulnerabilities. For
example, a wireless client as an attacker can inject or steal access
policies (e.g., Wi-Fi passphrases), defeat access control completely
and even compromise the security of access points (i.e., obtain shell
access).

To help understand and improve the security of NAPS in mesh
networks, we summarize the flaws into a number of important
security properties that are missing. It is important to note that
even though there exist security features at the lower layer (e.g.,
MAC-layer), they are not properly integrated in the operation of
NAPS, leading to classic security issues in a cross-layer fashion. For
example, there is a lack of a mechanism to bootstrap trust in four
of the NAPS protocol designs we examine, because upper layers
make implicit and incorrect assumptions about lower layers, which
do not hold in practice. In particular, a concrete flaw pattern we
found consequently is that an access point is unable to properly
distinguish (possibly malicious) wireless clients from other access
points.

In summary, our research is the first empirical study of home
wireless mesh networks that demonstrates challenges in design-
ing a collection of protocols that span multiple layers to achieve a
common functionality (NAPS). Our research improves the under-
standing of how flaws in one protocol can influence another for
home wireless mesh networks. For example, in one of the mesh net-
works, the encryption keys of the NAPS protocol layer are leaked
through another layer (Section 7.1).

Finally, to improve mesh network security, we also take the first
steps towards systematically understanding the inherent challenges
in the design space of mesh networks, identify tradeoffs for different
existing designs, and propose practical defenses.

We make the following contributions:

Extender Node

Client

Extender Node

Extender Node

Internet Gateway Node

Client

Client
Backhaul Link

Fronthaul Link

Figure 1: The Architecture of HomeWireless Mesh Networks

• We conduct the first systematic study of control plane proto-
cols of real-world home wireless mesh networks. Specifically,
we identify novel attack surfaces regarding the network ac-
cess policy synchronization (NAPS) functionality of mesh
networks.

• We analyze real-world mesh devices from six popular ven-
dors and discover various access control vulnerabilities lead-
ing to powerful attacks. We find that oftentimes, the flaws
stem from the lack of coordination and understanding across
different protocol layers.

• We identify key challenges in designing secure NAPS opera-
tions for mesh networks. Based on the insights relating to
the identified vulnerabilities, we design practical defenses.

Ethical Considerations. In this research, we acquired all the
mesh networks from the consumer market. We carefully designed
experiments and carried out attacks all in a controlled environment
(i.e., in a local residential setting) to avoid any potential harm.

We have reported all discovered vulnerabilities to related vendors
and standard communities. All of them have acknowledged the
problems and a majority of them have patched the vulnerabilities.
More details are in Section 8.3.

2 BACKGROUND
In this section, we first briefly review the network architecture of
mesh networks. Next, we describe the commonworkflow of making
use of these mesh networks. Finally, we introduce Network Access
Policy Synchronization, an integral functionality that is essential
for (and exists in) all modern mesh networks.

2.1 Network Architecture of Wireless Mesh
Networks

A typical home wireless mesh network is composed of (1) a single
gateway node (a central access point with the highest privileges)
connecting the wireless mesh network to upstream networks (e.g.,
the Internet), (2) several extender nodes (a second, less privileged
type of access points) connected to the gateway node via wireless
links, or via other extender nodes (and multiple wireless links),
improving wireless signal coverage, and (3) standard 802.11 wireless
clients connecting to either the gateway node directly, or to any
extender node, for network access (Figure 1).
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Access points (i.e., the gateway node and extender nodes) are
connected to each other via one or more backhaul links (i.e., wire-
less links that serve as “trunks” of a mesh network). Wireless
clients (e.g., mobile phones and personal computers) are connected
to access points through fronthaul links (i.e., wireless links that
provide network access). Network traffic generated by wireless
clients can be forwarded to the upstream network or other wire-
less clients by traversing both fronthaul and backhaul links. To
control network access to a home mesh network at the medium
access control (MAC) layer, two types of identities/credentials are
essential: backhaul link identities/credentials and fronthaul link
identities/credentials. Backhaul link identities/credentials (i.e., back-
haul SSIDs and passphrases) are held by a pair of access points to
establish a direct inter-access-point layer-2 wireless backhaul link
via a four-way handshake of WPA2/3 [75, 77], which acts as the
underlying communication channel of the control plane. Backhaul
SSIDs are typically not broadcasted and hidden from the public,
and are different from fronthaul SSIDs which are assigned by net-
work owners. Similarly, backhaul passphrases are also different
from fronthaul passphrases, and are either pre-configured or set
by trusted users during network setup (Section 5). Fronthaul link
identities/credentials directly control wireless clients’ access to a
mesh network. In other words, standard 802.11 wireless clients
use fronthaul link credentials (e.g., WPA2/WPA3 passphrases) to
connect to gateway/extender nodes via fronthaul SSIDs and obtain
network access.

For better usability, home wireless mesh networks maintain
a single/shared fronthaul link credential (i.e., the same “Wi-Fi
passphrase”) that is used for accessing every gateway/extender
node. Maintaining the fronthaul link credential across the mesh
network requires the credential to be synchronized via the Network
Access Policy Synchronization (NAPS) among access points (de-
scribed below). Moreover, extender nodes use the same IP subnet
as wireless clients by default. For the devices we have surveyed,
firewalls are either non-existent or not enabled by default.

2.2 CommonWorkflow of Home Mesh
Networks

There are two types of users associated with home mesh networks:
network owner and guest user.

Network Setup. A network owner sets up her mesh network by
(1) connecting a gateway node first with an upstream network (e.g.,
with an ISP-provided internet modem), (2) enrolling other extender
nodes into the mesh network, (3) designating universal fronthaul
link credentials (e.g., WPA2/WPA3 passphrases) for the mesh net-
work, (4) establishing management credentials (e.g., “administrator
passwords” for web-based management interfaces). The network
owner can also modify the management settings later.

NetworkAccess. To obtain network access to the mesh network
(e.g., for Internet services), a guest user asks for the mesh network
identity (i.e., fronthaul SSID) and fronthaul link credentials from
the network owner. In this way, the wireless client of the guest user
can authenticate and associate with a fronthaul link of any gate-
way/extender node. Network packets can therefore travel between
the wireless client and upstream networks via a fronthaul link, and
potentially through multiple backhaul links as well.

Access Revocation. To revoke network access from these guest
users, a network owner can switch fronthaul link credentials to
new ones (e.g., by changing network settings via the management
interface of her mesh network). In this way, guest users will lose
access to the mesh network, because all access points will apply
new fronthaul link credentials after Network Access Policy Syn-
chronization (see below), which blocks previous guest users at the
wireless link/MAC layer.

2.3 Network Access Policy Synchronization
(NAPS)

A secure and trustworthy mesh network needs consistent and
timely enforcement of network access policies. In a home mesh net-
work, the gateway node is the authority that establishes network
access policies, and multiple extender nodes work in conjunction
with the gateway node to enforce such network access policies.

We define Network Access Policy Synchronization (NAPS) to
be the functional unit that is responsible for the aforementioned
security-sensitive network access control management. Specifically,
during the NAPS operation, fresh network access policies (e.g.,
fronthaul SSIDs, fronthaul link credentials, management credentials
of network owners, etc.) are transmitted from a gateway node to
extender nodes, utilizing inter-access-point backhaul links. In this
way, the gateway and extender nodes can apply the fresh network
access policies.

Empirically, NAPS is implemented using in-band control plane
protocols, and different implementations of NAPS often use authen-
ticated and encrypted network protocols to provide isolation for
the control plane; the encryption used by NAPS enables its traffic to
“securely” traverse the layer-2 wireless links just like any other data
traffic. Since encryption is end to end, naive man-in-the-middle
attacks (e.g., via ARP spoofing attacks) will not easily compromise
the security of the control plane (e.g., because decrypting/injecting
such control plane data will be difficult given the cryptographic
protections).

3 THREAT MODEL
We consider an in-network attacker (i.e., tier-1 clients in Figure 2)
who leverages her own fronthaul link credentials (e.g.,WPA2/WPA3
passphrases provided by a hostess) to obtain temporary access to a
target mesh network. Such an attacker does not know the backhaul
link identities/credentials. The extender nodes are considered tier-2
nodes with higher privileges than clients. Finally, the gateway node
is considered tier-3 because it can instruct extender nodes, e.g., by
distributing access policies to them.

We assume that the in-network attacker can exploit traffic redi-
rection techniques (e.g., ARP poisoning/spoofing attacks) to inspect
and possibly manipulate inter-access-point traffic. We also assume
this attacker can read any software/hardware documentation, and
obtain the firmware for the target mesh network. We do not assume
this attacker can physically manipulate the target mesh network.

An in-network attacker aims to achieve privilege escalations,
such as (1) retaining her mesh network access, so that even if the
network owner changes the fronthaul link credentials, she can
continue to gain access, and (2) compromising the integrity of
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Figure 2: Privilege Tiers of Home Wireless Mesh Networks

the mesh network, e.g., distributing malicious access policies to
extender nodes, or even obtaining shell access to access points.

4 OVERVIEW
Goals. We aim to study real-world NAPS operations and their pro-
tocols, distill expected security properties, and understand whether
they hold in practice. To this end, we (1) identify NAPS programs,
(2) analyze NAPS programs for their authentication and key man-
agement (AKM) across different network layers, (3) formulate the
security expectations/properties of NAPS which were unclear be-
fore our study, (4) categorize weaknesses into distinct flaw patterns.
Challenges.Analyzing NAPS functionalities is challenging in prac-
tice. We define NAPS programs as the specific application programs
that implement the access policy synchronization functionality.
We observe that NAPS programs of different vendors utilize dis-
parate protocols. These protocols work at different layers (e.g., IEEE
1905 at layer-2.5 versus application/TCP/IP layer) and have distinct
security properties and guarantees. As Figure 3 shows, the back-
haul link keys/credentials are used for secure communication at
the link/MAC layer. On the other hand, NAPS protocols are im-
plemented at higher layers which will have their own security
mechanisms and secret keys as well. It is unclear whether and how
the NAPS interacts with the link/MAC layer, and what are the se-
curity implications. In addition, most of the NAPS programs lack
source code. It is therefore difficult to understand and even identify
the right programs responsible for NAPS.
Workflow. Methodologically, we identify NAPS programs by first
facilitating dynamic debugging (i.e., trying to get full access to
gateway/extender nodes by rooting/jailbreaking them). This can be
done either by (1) directly obtaining shell access through physical
debugging interfaces, or (2) exploiting classic types of vulnerabili-
ties in traditional attack surfaces (e.g., command injection via the
management interface reachable by an admin user only). Note that
the sole purpose of applying these two testing techniques is to al-
low us to identify NAPS programs and perform whitebox dynamic
testing, ultimately facilitating vulnerability discovery relating to
the novel attack surface exposed by NAPS.

Once we find the NAPS programs, we can inspect the protocols
they speak and categorize the cryptographic network protocols
used by these NAPS programs into two types: standardized or
proprietary. For both types of protocols, we directly examine real
binary code using disassemblers and decompilers to understand
how they handle authentication, key exchange, and confidential-
ity/integrity/freshness protection. For standardized protocols (e.g.,
SSH [82], TLS-SRP [69], EasyMesh [4]), we also examine protocol
specifications and relate them to concrete implementations.

Security Expectations and Insights. As mentioned previously,
within a mesh network, there are nodes with differing privilege

App/TCP/IP Layer

Link/MAC Layer

Layer 2.5 (IEEE 1905)

Link/MAC Layer

Layer 2.5 (IEEE 1905)

Upper Layers Utilized by NAPSBackhaul Link Keys Keys Utilized by NAPS

App/TCP/IP Layer

Figure 3: NAPS Clients/Servers Use Traffic Encryption At
Different Network Layers

levels. Therefore, the first important security expectation/challenge
is that every node must be able to differentiate the node that they are
talking to with respect to their roles and privilege levels. This ensures
that the access policies received from higher privilege nodes are
authentic (not faked by less privileged nodes) and are not leaked to
unintended nodes (i.e., client nodes). Second, since NAPS operates
at higher layers on top of the link/MAC layer, it is important to
ensure that NAPS protocols should perform proper authentication
collaboratively with the lower layer. Third, compromising one proto-
col layer’s credentials should not compromise the security of another
layer.

Summary of Security Flaw Types. Unfortunately, we find
the above security expectations do not hold in all six real-world
mesh devices we tested. Note that since these protocols vary in
layer, type, and complexity (many are proprietary and ad-hoc), it
is difficult to summarize them narrowly based on low-level vul-
nerability types. Instead, we categorize the security flaws into two
broad and orthogonal types based on their cross-layer interactions
and impacts:

Type I:missing cross-layer trust. In this type, we consider protocol
stacks where the lower-layer (link/MAC) trust anchor does not
facilitate the establishment of trust for NAPS in upper layers. This
flaw alone directly leads to the failure to distinguish access points
from wireless clients. For example, some vendors use separate TLS
certificates for NAPS that are not pre-configured or signed under
PKI.

Type II: cross-layer trust compromise. In this type, we consider
protocol stacks where the lower-layer trust does help the NAPS
layer establish trust. However, we find flaws located in one layer
can affect another layer (e.g., creating more attack surfaces and
enabling further compromises) and sometimes the flaws directly
originate from unsafe behaviors across layers.

Roadmap. In the following sections, we first demystify how
access points in mesh networks establish/bootstrap layer-2 wire-
less links, which involves certain forms of initial trust (Section 5).
Then, we showcase that trust anchors can sometimes be missing for
NAPS at higher layers, and how attackers can exploit such missing
cross-layer trust for four NAPS protocols (Section 6). Then, Section 7
reports further in-depth security analyses (along with strong at-
tacks) of three more real-world NAPS protocols used by legitimate
access points. It shows that even if cross-layer trust exists, because
of insufficient cross-layer cooperation, real-world NAPS protocols
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Table 1: Generation and Distribution Methods of Backhaul
SSIDs and Passphrases for SixHomeWirelessMeshNetworks

Vendor Generation Method Distribution Method
Netgear Orbi Unique for every bundle Pre-configured
ASUS AiMesh Derived from Pre-configured

trust anchors
TP-Link Deco Derived from Pre-configured

trust anchors
Linksys Unique for every bundle By trusted users
Wyze Unique for every bundle By trusted users

AmpliFi Unique for every bundle By trusted users

cannot enforce access control consistently and in a timely way and
have unfortunately become novel attack surfaces.

5 INTER-AP TRUST ESTABLISHMENT AT
LAYER 2

A foundation for NAPS to operate securely between access points
is to first establish the initial wireless layer-2 links between access
points (i.e., “backhaul/trunk links” in Figure 1). This means the
shared backhaul link identity and credentials (i.e., backhaul SSID
and passphrases) should be established and known to both the gate-
way node and extender nodes. Such secrets should not be leaked
to adversaries, i.e., client nodes that have the lowest privilege in
the mesh network. By studying six of the most popular mesh net-
works, we observe that the generation and distribution methods of
backhaul SSIDs and passphrases, as being either (1) the gateway
node and extender nodes are all pre-configured with a hard-coded
backhaul SSID, and hard-coded backhaul passphrases that are dis-
tributed with each mesh device bundle sold together (e.g., Netgear
Orbi), or (2) gateway/extender nodes are pre-configured, again for
each device bundle sold together, with a hard-coded and shared
secret. The backhaul SSID/passphrases are then derived from the se-
cret using a fixed one-way derivation function (e.g., ASUS AiMesh
and TP-Link Deco), or (3) trusted users (e.g., the network owner)
are involved in establishing the backhaul links via out-of-band
methods including Bluetooth (e.g., Linksys, Wyze, and AmpliFi).
We summarize the behaviors of the products from different vendors
in Table 1.

For example, ASUS AiMesh Wi-Fi Systems [3] employ a design
that uses a pre-configured shared secret that is a static 16-byte key,
called amas_bdlkey. amas_bdlkey is then hashed using SHA-256
to derive the backhaul SSID, and the second-order SHA-256 hash
serves as the backhaul passphrase.

TP-Link Deco Mesh Wi-Fi Systems [1] pre-configure each gate-
way/extender node in the same Deco bundle with a shared secret:
a pair of 512-bit RSA public/private keys. Then, TP-Link designed
a one-way function to (a) extract every seventh byte of that RSA
public key to form a 16-byte backhaul SSID, and to (b) extract every
eleventh byte of that RSA private key to form an 8-byte backhaul
passphrase.

Wyze, Linksys, and AmpliFi mesh networks, however, leverage
the network owner’s companion mobile app to securely establish
initial trust and connectivity between a new extender node and the

Extender Node
Gateway Node Client

NAPS
Link Layer

NAPS
Link Layer

Fronthaul LinkBackhaul Link

TLS, SSH, EasyMesh, etc.

Figure 4: NAPS Layers Operate Independently of the Link
Layer

gateway node during network setup. These methods are consid-
ered secure owing to their near-field characteristics, e.g., Bluetooth
is used. While utilizing pre-configured credentials or leveraging
trusted users for backhaul link establishment can enhance secu-
rity, we point out that such backhaul link credentials are seldom
rotated/refreshed. In fact, vendors in the first two categories have
completely hard-coded backhaul passphrases and therefore can-
not rotate (unless there is a firmware update that changes the
hard-coded key values and forces a reset). For vendors in the third
category, even though the backhaul passphrases can change, they
would require a reset of the network which is cumbersome (a user
would have to set up the network again with the companion app).
This means that the backhaul passphrases are a critical secret that
should be well-guarded. Otherwise, an attacker who manages to
extract the backhaul passphrases can impersonate gateway or ex-
tender nodes and persist in the network indefinitely, as long as the
passphrases are not changed.

6 MISSING CROSS-LAYER TRUST
From the previous section, we can see that vendors have chosen
simple methods to establish the layer-2 links. Even though these
methods sacrifice interoperability due to pre-configured and hard-
coded secrets, they do achieve the goal of establishing the link-layer
trust securely. Unfortunately, after analyzing the NAPS protocols in
the upper layers, we find that the link-layer trust does not always
carry over to the upper layers. Specifically, as shown in Figure 4,
the NAPS layer operates completely independently of the link layer.
In some cases, the secrets derived on backhaul links are not used
to bootstrap the upper layer protocols. This means that a malicious
client node does not need to worry about the backhaul links and
simply speaks the upper layer protocols such as TLS and SSH to
access the NAPS interface on the gateway or extender node. Fur-
thermore, even though the upper layer protocols are seemingly
secured with encryption and authentication (e.g., TLS), their trust
anchors are not properly established. For example, we see self-
signed certificates being used for TLS connections in products from
some vendors.

We now briefly summarize the results of our analysis of NAPS
protocols for different vendors. As shown in Table 2, we list the
NAPS protocols implemented by each vendor.We can see that some-
times a vendor will implement more than one protocol to support
NAPS operations. For example, Netgear Orbi implements both a
custom protocol (SOAP1-over-TLS) and the EasyMesh standard.
We also list the “flaw type” for each protocol. Type I indicates that
the specific protocol does not leverage any trust anchors already
established in layer 2, which will be covered in this section. Type II

1Simple Object Access Protocol.
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Table 2: Summary of Measurement Results for NAPS Protocols of Six Mesh Networks

Vendor NAPS protocol Flaw Type Configuration Transmitted Attacker gets shell access?

Netgear Orbi SOAP over TLS I (1)★Δ, (2)★Δ Yes
EasyMesh I (1)★ No

ASUS AiMesh Custom encrypted protocol II (1)★Δ, (2)★Δ Yes
TP-Link Deco TCP over Dropbear SSH II (1)★Δ, (2)★Δ Yes

Linksys TLS-SRP II (1)★Δ, (2)★Δ Yes

Wyze MQTT with TLS I (1)★, (2)★ Theoretically Possible
EasyMesh I (1)★ No

AmpliFi WebSocket with TLS I (1)★Δ, (2)★Δ No
I. Missing cross-layer trust, II. Cross-layer trust compromise

(1) fronthaul/backhaul SSIDs and passphrases, (2) (hashes of) management credentials,
★: leaked, Δ: writable/controllable by an attacker

is to be covered in §7. As we can see, there are three vendors and
five protocol implementations suffering from the Type I flaw.

We also describe the result of the flaw in the last two columns. For
example, we show that the EasyMesh implementation of Netgear
Orbi is subject to its configuration (or access policy) being leaked
to a malicious client node. Next, we dive into the details of each
vendor and its protocol implementation.

6.1 Case Study: Netgear Orbi Mesh Wi-Fi
Systems

We describe the flaw of the custom NAPS protocol in Netgear
Orbi as a case study. It employs SOAP-over-TLS where SOAP is a
lightweight messaging protocol. Together with TLS, the messages
are supposed to be transmitted securely.

However, we identify that the initial trust used to establish layer 2
(Section 5), is not carried to SOAP-over-TLS. Each extender node in
an Orbi mesh network generates a self-signed TLS certificate locally
for the SOAP service, and does not have the self-signed certificate
registered at the gateway node during the initial network setup. As a
result, when performing NAPS, it can be inherently challenging for
the gateway node to verify the authenticity of extender nodes, and
such TLS encryption that protects the transmitted access policies
is only opportunistic [31].

Thus, Netgear Orbi came up with a remedy: to perform inter-
access-point authentication inside SOAP. This is done by the gate-
way node’s sending an MD5 hash of the string “NETGEAR_Orbi_
<𝑀𝐴𝐶𝐺>_<𝑀𝐴𝐶𝐸>_password” for inter-access-point SOAP authen-
tication. Interestingly, the string does not in fact contain any secret.
𝑀𝐴𝐶𝐺 and𝑀𝐴𝐶𝐸 are simply the last three public bytes of the gate-
way and an extender node’s br0 interface addresses, respectively.
An attacker can craft the same MD5 hash easily (noting that the
“password” string represents eight static ASCII characters found
in the SOAP handler programs of the Netgear Orbi firmware and
is not a secret). After such an insecure authentication, the gate-
way node can send/push authoritative access policies via SOAP to
(the perceived) extender nodes (e.g., to synchronize the network
owner’s management passwords, fronthaul/backhaul SSIDs and
passphrases, etc., with the extender nodes). We point out that such
a design represents challenges in establishing inter-access-point
trust, and can be broken by active in-network attackers.

PoC Attack. We, acting as an in-network attacker, successfully
launched an active ARP-based man-in-the-middle attack to inter-
cept inter-access-point SOAP-over-TLS traffic. This was possible
because the gateway could not distinguish an attacker from a legiti-
mate access point: the gateway did not have the correct certificates
of extender nodes. We could thus setup a fake SOAP-over-TLS
server and redirect benign SOAP-over-TLS traffic to this fake server
to wiretap fresh fronthaul/backhaul SSIDs and passphrases before
they reach extender nodes. As a result, we demonstrated success-
fully that the attacker could regain network access even after being
disassociated from the mesh network due to fronthaul passphrase
changes.

We also successfully masqueraded as the gateway node and
connected to SOAP interfaces of extender nodes. We could calcu-
late the aforementioned MD5 hash (i.e., the SOAP credential) by
querying our local ARP cache to obtain 𝑀𝐴𝐶𝐺 and 𝑀𝐴𝐶𝐸 , and
defeat inter-access-point authentication. As a result, we could arbi-
trarily manipulate any extender node’s fronthaul link passphrases,
management passwords, DNS server settings, among other net-
work configurations through the SOAP management interface. This
could poison the DNS records of other clients in the mesh network.
Finally, we showed that we could continue to use the attacker-
controlled management password to unlock a telnet debugging
interface (a hidden service/functionality listening on UDP port
23) [2] and obtain shell access on extenders, which was done by
reverse-engineering the specific unlocking algorithm of that hidden
service and constructing a magic packet using the management
password.

6.2 Case Study: Wyze Mesh Wi-Fi Systems
Wyze mesh networks also struggled to differentiate between le-
gitimate access points and potentially malicious wireless clients
across network layers, and employed a design reliant on the idea of
“security through obscurity”. Technically speaking, Wyze Mesh Wi-
Fi Systems did not correctly establish inter-access-point trust for
NAPS purposes. As a result, an in-network attacker can masquerade
as a legitimate access point and read network settings arbitrarily.

To perform NAPS, a legitimate extender node maintains an en-
crypted MQTT connection (protected by TLS-PSK [42]) with the
gateway node. The MQTT (i.e., Message Queuing and Telemetry
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Transport) protocol is a widely used lightweight IoT messaging pro-
tocol. Through the publish-subscribe messaging paradigm, MQTT
“publisher” clients can send IoT control messages to MQTT “sub-
scriber” clients through MQTT servers/brokers [83].

For Wyze mesh networks to push fresh access policies to exten-
der nodes, the gateway node acts as an MQTT publisher, and all
extender nodes act as MQTT subscribers. Once new access policies
are available on the gateway node, they are immediately sent by
a user-space agent program to the MQTT channel under a spe-
cific MQTT topic, and will be received by all MQTT subscribers
subscribed to that specific topic.

Surprisingly, we discover that the MQTT server on the gateway
node uses TLS-PSK credentials found in the Wyze mesh network
firmware. The firmware is published on Wyze’s official website
and used by all Wyze mesh devices of the same model (not just
the ones we purchased and tested). This means all Wyze mesh
networks share a common key for MQTT connections. This allows
an in-network attacker with knowledge of this key to break inter-
access-point authentication and impersonate an access point.

We are also able to spot a command-and-control interface in
the user-space agent program, where the gateway node sends ter-
minal commands via MQTT for extender nodes to execute. This
theoretically can allow an attacker to execute arbitrary commands
and achieve remote code execution on extender nodes. However,
realizing such an attack requires the attacker to understand vendor-
specificMQTT command formats, which requires extra engineering
efforts.

PoC Attacks. We, as an in-network attacker, first performed an
ARP spoofing attack to block the MQTT traffic between legitimate
extender nodes and the gateway node. In this way, legitimate ex-
tender nodes could not receive fresh access policies and would not
switch the fronthaul link SSID/credentials. As a result, the attacker
could prevent itself from being disconnected. After that, we con-
nected to the MQTT server on the gateway node using TLS-PSK
credentials found in the Wyze mesh network firmware. We then
maliciously subscribed to the MQTT topic for NAPS and steal fresh
fronthaul/backhaul SSIDs and passphrases, evading access control
effectively.

6.3 Case Study: AmpliFi Mesh Wi-Fi Systems
The problem of missing cross-layer trust also extends to AmpliFi
mesh networks. Due to the lack of a unified standard that guides the
design and security of NAPS, AmpliFi has chosen WebSocket with
TLS as its proprietary protocol for transmitting configurations be-
tween access points. However, the initial trust to establish backhaul
links is not applied cross-layer. Each access point generates its own
TLS certificate locally for the WebSocket service, similar to Netgear
Orbi. More specifically, access points do not verify the validity of
the certificates and the design is therefore effectively achieving
opportunistic encryption. However, such inter-access-point TLS
connections are clearly vulnerable to active man-in-the-middle
attacks (e.g., ARP spoofing/poisoning attacks), leaking sensitive
control plane data such as backhaul and fronthaul passphrases.

PoCAttacks.We, as an in-network attacker, first launched an ac-
tive ARP-based man-in-the-middle attack to inspect the WebSocket
traffic of AmpliFi mesh networks: we setup a fakeWebSocket server

(with TLS) and intercepted inter-AP WebSocket traffic, while using
another TLS connection to pass intercepted cleartext payloads to
the original/real WebSocket server. The data encapsulated in TLS
sessions (e.g., backhaul and fronthaul passphrases) were then de-
crypted into cleartext MessagePack formats [27]. By dynamically
modifying these cleartext data, we were able to steal/manipulate
the backhaul and fronthaul passphrases of the target mesh network,
effectively evading network access revocations based on fronthaul
passphrase renewals.

6.4 Case Study: Analyzing Wi-Fi EasyMesh
In the prior sections, we analyzed three proprietary NAPS proto-
cols and performed strong end-to-end attacks to demonstrate their
security weaknesses. Admittedly, as the “secret sauces” of mesh
networks to enforce uniform access control, these custom NAPS
protocols have rendered mesh networks more usable. However, as
a result, interoperability is broken since access points of different
vendors cannot inter-operate.

As first attempts to solve this problem, Wi-Fi EasyMesh is a new
standard that tries to improve interoperability for mesh networks.
Essentially, Wi-Fi EasyMesh tries to define a standardized approach
for the critical NAPS feature (among other functionalities), so that
EasyMesh-certified products from different vendors can be com-
patible with each other and enforce uniform access control in a
heterogeneous mesh network.

Similar to other NAPS protocols, Wi-Fi EasyMesh enables net-
work access policies to be transmitted from the authoritative gate-
way node to other extender nodes. This is done in-band using
logical IEEE 1905 Ethernet frames over inter-access-point wireless
layer-2 links. By studying the specification documents of EasyMesh
and relating them to concrete implementations, we point out that
even standardized approaches have failed to properly define and
solve the security challenges for the critical NAPS functionality.

At a high level, EasyMesh lacks authentication and has practi-
cally failed to distinguish between malicious wireless clients and
legitimate access points, possibly for the benefits of mesh network
extensibility. Consequently, an in-network attacker (i.e., a wireless
client) can directly follow EasyMesh protocol steps and consis-
tently pull/steal fresh network access policies (e.g., including fron-
thaul/backhaul SSIDs and passphrases) from EasyMesh IEEE 1905
interfaces. The attacker can thus evade access control revocation
mechanisms based on fronthaul/backhaul key renewals.

Specifically, NAPS in the EasyMesh specification is performed
in the following way: An extender node, using the role of an “en-
rollee” in EasyMesh specification, sends its own “enrollee” public
key, nonce value and MAC address to the gateway node, with a
Wi-Fi Simple Configuration (WSC) M1 message type [43] of IEEE
1905, a layer-2.5 protocol [47]. The gateway node uses the role of a
“registrar” in EasyMesh specification. The “registrar” will then reply
with its own “registrar” public key, nonce value, and “Encrypted
(access point) Settings”, as WSC M2 messages. “Encrypted Settings”
are essentially fresh access policies (e.g., fronthaul/backhaul SSID
and passphrases) encrypted with “KeyWrapKey”, which is derived
from aforementioned enrollee/registrar nonces, enrollee MAC ad-
dress, and an ephemeral Diffie-Hellmann key. That Diffie-Hellmann
key per se is derived equivalently from either (1) the private key
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of the enrollee and the public key of the registrar, or (2) the pri-
vate key of the registrar and the public key of the enrollee. In a
nutshell, the “enrollee” can thus directly use its own private key to
decrypt the “Encrypted Settings” and obtain fresh access policies.
The root cause is that there lacks trust anchors for such layer-2.5
and only opportunistic encryption is provided for transmitting
access policies.

PoC Attacks. We repurposed the WPSCrack [79] tool for de-
crypting “Encrypted Settings” in WPS M2 messages, which was
carried in IEEE 1905 frames sent by victim gateway nodes. This
was possible because the attacker could generate her own mali-
cious public/private key pair, and provide this malicious “enrollee
public key” to pull/steal fresh network access policies, such as fron-
thaul/backhaul SSID and passphrases, and then use this malicious
“enrollee private key” to derive the aforementioned Diffie-Hellmann
key, with which “KeyWrapKey” could be finally derived to decrypt
“Encrypted Settings”. Since there was no limitation on the number
of trials, we verified that an attacker could continuously perform a
key-stealing attack to obtain fresh passphrases before they were
forced to disconnect from the network (due to passphrase changes).
This means that the attacker would regain network access to the
target mesh network. This attack is potent against all mesh network
products that enable EasyMesh, including Netgear Orbi and Wyze
in our study.

7 CROSS-LAYER TRUST COMPROMISE
In the previous section, we identified flaws that arise due to missing
cross-layer trust. In this section, we study the remaining proto-
col stacks where the trust is indeed carried over from the lower
layer to the NAPS layer. Yet, we managed to identify both design
and implementation flaws of NAPS protocols, compromising the
cross-layer trust. In other words, we demonstrate how a flaw in
one protocol layer can lead to compromises of another layer. Some
of the flaws are directly caused by unsafe behaviors across lay-
ers. First of all, our study shows that all NAPS control planes use
cryptographically enforced isolation, rather than logical separa-
tion/isolation (like VLAN). This means that a malicious client node
can still reach the protocol endpoints and attempt to participate in
NAPS operations and speak the NAPS protocols. Second, we study
the new attack surface where an in-network attacker (i.e., client
node) can reach NAPS endpoints and disrupt NAPS protocols by
guessing cryptographic keys and/or exploiting software security
vulnerabilities. As a result, access control of mesh networks can be
totally evaded. In this section, we report three in-depth security
analyses of real-world NAPS protocols and showcase their secu-
rity weaknesses with strong end-to-end attacks. We summarize the
results in Table 2 — protocols with Type II flaws.

7.1 Case Study: ASUS AiMesh Wi-Fi Systems
ASUS AiMesh Wi-Fi Systems [3] use a custom inter-access-point
cryptographic protocol to perform NAPS. As we know, rolling
custom crypto protocols is generally risky and difficult to get right.
After we analyze the details, we find that the keys used for NAPS can
be effectively learned with a very low computational cost. This is
due to a cross-layer flaw where certain information leakage occurs
in layer 2.

Extender Node

Send RSAEnc(PubS, (Keph, NC))

Gateway Node

Request public key PubS

Send public key PubS

Send "handshake finished" message

Push config AESEnc(Ksess, Policy)

Send AESEnc(Keph, NS)

Send "handshake successful" message

Derive Ksess with
group_id, NS, NC

Derive Ksess with
group_id, NS, NC

Apply Policy

Randomly Select
Keph, NC

Randomly Select
NS

Figure 5: Protocol Steps of the ASUS AiMesh Protocol

Specifically, cfg_server and cfg_client are a pair of network
programs available on a gateway node and an extender node respec-
tively. They perform authenticated and encrypted NAPS (Figure 5).
First, the client dials a clear-text TCP connection to the server to
request its public key (denoted as 𝑃𝑢𝑏𝑆 ). Then, the client selects an
ephemeral 256-bit AES key (denoted as 𝐾𝑒𝑝ℎ) and a 64-bit client
nonce (denoted as 𝑁𝐶 ), and encrypts them using 𝑃𝑢𝑏𝑆 . The en-
crypted content is then sent to the server. On receiving 𝐾𝑒𝑝ℎ and
𝑁𝐶 , the server selects its own server nonce (denoted as 𝑁𝑆 ), en-
crypts it using 𝐾𝑒𝑝ℎ , and sends it to the client. The client will then
obtain 𝑁𝑆 , and send an unauthenticated “handshake finished” mes-
sage code to the server. Finally, the server will return a “handshake
successful” message code to the client. So far, we point out there is
no real authentication, because an attacker can masquerade as the
gateway node and respond with its own public key and establish a
valid session.

After such an unauthenticated handshake, the server and the
client both use a pre-shared credential called group_id (a 128-bit
random-looking value), as well as 𝑁𝐶 and 𝑁𝑆 , to derive a session
key with SHA-256. In this way, they can perform authenticated and
encrypted inter-access-point NAPS afterwards. Thus, the secrecy
of group_id should be strictly protected. Otherwise, an in-network
attackermight use group_id to authenticate to the gateway node and
masquerade as an extender node to steal network access policies,
or to decrypt and manipulate inter-access-point NAPS traffic.
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Extender Node

Request public key

Send attacker's public key PubA

Send RSAEnc(PubA, (Keph, NC))

MITM Attacker Gateway Node

Request public key PubS

Send public key PubS

Send RSAEnc(PubS, (Keph, NC))

Forward AESEnc(Keph, NS)

Send "handshake finished" message Forward "handshake finished"  message

Push config AESEnc(Ksess, Policy)
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Encrypted traffic
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Send AESEnc(Keph, NS)

Forward "handshake successful"  message Send "handshake successful" message

Brute-force group_id

Compute session key Ksess = SHA256(group_id, NS, NC)

Figure 6: Attacking ASUS AiMesh Protocol

We discover that, unfortunately, group_id is not well protected.
First, by analyzing the NAPS programs, we find that group_id is
generated by performing an MD5 hash on the concatenation of (1)
the gateway node’s br0 interface address, and (2) a private unix
timestamp in seconds (denoted as𝑇𝑝𝑟𝑖 ) of ASUS mesh’s initial setup
time or the most recent factory-reset time. An in-network attacker
can passively obtain (1) by querying their operating system’s ARP
cache for the gateway node’s MAC address. However, without
knowing (2), an attacker will be unable to easily guess the correct
value for group_id. If the attacker has to brute force all possible
timestamp values within a year, it would be over 30 million (near
225) possibilities or less than 25 bits in entropy. This may seem
like something within the feasible range for brute force attacks.
However, the only oracle for success is going through the protocol
step by step, which is an online process and is time-consuming.
Our experimental result suggests that it will take at most 23 days
to finish the brute force if the mesh network was set up back in Jan
2020 (when the devices were first available on the market).

However, by analyzing cfg_server, we find that a special hash
value of group_id is broadcasted in clear-text by the gateway node
in 802.11 beacon frames, which effectively creates an offline oracle
for muchmore efficient brute force attacks. Specifically, the gateway
node first combines a public 32-bit timestamp (also broadcasted

in clear-text, denoted as 𝑇𝑝𝑢𝑏 ) with group_id using a bitwise AND
operation. Then, the combined value is hashed using SHA-256.
Finally, the first 16 bytes of that SHA-256 hash (denoted as 𝐻𝐺𝐼𝐷 ),
and 𝑇𝑝𝑢𝑏 , are broadcasted by the gateway node in clear text inside
the 802.11 management beacon frame’s vendor-specific information
element. This design possibly helps ASUS AiMesh access points in a
bundle to identify each other over wireless channels but the hash is
effectively an offline oracle for guessing group_id. It is worth noting
that this is an interesting cross-layer interaction where group_id is a
secret used in both layer 2 and NAPS (ASUS AiMesh). This exposes
a bigger attack surface of the secret which ultimately allows the
attacker to learn it.

PoC Attacks. By sniffing ASUS AiMesh 802.11 beacon frames,
we could obtain𝑇𝑝𝑢𝑏 and𝐻𝐺𝐼𝐷 embedded in 802.11 vendor-specific
information elements. Then, we simply enumerated all possible val-
ues of 𝑇𝑝𝑟𝑖 , and thus all possible values of group_id, and compared
group_id hashes to the broadcasted 𝐻𝐺𝐼𝐷 to infer the correct value
of group_id. The space of enumeration was modest, because the
release dates of ASUS AiMesh products were in recent years, and
the granularity of 𝑇𝑝𝑟𝑖 was in seconds. Note that the computation
was conducted completely offline, without interacting with any
access points, thereby being fast. End-to-end experiments showed
that using python’s multiprocessing library to perform on-demand
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enumeration required no more than 20 seconds on the commodity
device MacBook Pro (16-inch, 2023) even if the mesh network was
set up back in Jan 2020. This made brute-force very much feasible
for practical attacks.

After correctly guessing group_id, we could perform two types of
strong attacks that break access control. First, we could disguise as
an extender node and use authenticated and encrypted connections
to pull the fresh network access policies from the cfg_server
instance of the gateway node. End-to-end experiments showed
that, we could pull fresh network access policies (including the
fresh fronthaul passphrases) right before the new network access
policies were applied, and stay in the network indefinitely.

Second, we could disguise as the gateway node to distribute mali-
cious network access policies to a victim extender node. To this end,
we first performed an ARP-based man-in-the-middle attack against
a victim extender node to intercept the TCP traffic between the
victim extender node and the gateway node. We then exploited an
unauthenticated “reset” op-code of cfg_server and cfg_client
to terminate a benign encrypted NAPS connection between the
victim extender node and the gateway node. The victim extender
node would then start over all protocol steps and pull 𝑃𝑢𝑏𝑆 from
the attacker, and finally build an “authenticated” and encrypted con-
nection with the attacker since the attacker could know group_id
(Figure 6). The attacker could then distribute malicious network
access policies (𝑃𝑜𝑙𝑖𝑐𝑦𝐴) to that victim extender node, such as to
install a malicious SSH management public key, which could only
be installed by network owners in a benign scenario. We could
then gain malicious root access to the extender node by using the
malicious SSH management private key, which was a management
functionality of ASUS mesh networks. After this, we could continue
to collect/modify/inject wireless traffic at that extender node, to
modify the network owner’s management credentials (password
hashes for the web management interface) to attacker-controlled
values, and even leak the layer-2 trust anchor “amas_bdlkey” and
non-rotating backhaul SSID/passphrases. In other words, the more
functionalities there were on the extender nodes, the more damage
the attacker could inflict.

Attacking VendorMitigation.We reported this attack to ASUS
soon after the discovery. ASUS developed an experimental patch
that effectively uses two independent secrets for layer 2 and the
NAPS layer. While it is a step in the right direction, the patch is
ineffective for devices that are already compromised. Specifically,
instead of trying to prevent secrets from being leaked, ASUS tried
to invent another new secret key (called “cfg_key”) to secure NAPS
connections. In the patched network setup process, the extender
node will have the chance to fetch this newly invented NAPS secret
key cfg_key with backhaul passphrases. After that, inter-access-
point NAPS connections will be encrypted using the new cfg_key,
abandoning the use of group_id. Although this mitigation can pre-
vent new attacks (because cfg_key will not be known to a new
attacker), it cannot stop existing/previous attackers: they can still
attack the network setup mechanism, using compromised backhaul
passphrases to query the new key cfg_key. After that, the attacker
can still decrypt/inject access policies. This shows that establishing
and maintaining cross-layer trust for mesh networks is inherently
a challenging problem. This problem is related to Post-Compromise
Security [18] – how to protect a system after the secret has been

compromised. We will discuss this issue and propose a defense in
§8.2.

7.2 Case Study: Linksys Velop Mesh Wi-Fi
Systems

Linksys Velop Mesh Wi-Fi Systems use the Secure Remote Pass-
word (SRP) protocol [81] and related mechanisms for inter-access-
point NAPS. SRP, as a zero-knowledge password proof protocol,
effectively allows an extender node to securely authenticate to the
gateway node. Different from traditional authentication paradigms,
SRP requires a server to authenticate a client with a “verifier” that is
tied to the client’s correct password but is not using or storing the
correct password directly. This way, even if the attacker manages
to compromise the SRP server, the attacker cannot obtain client
passwords.

In the case of the SRP protocol on Linksys, an extender node’s
SRP credential is an SRP username and password preassigned by the
gateway node during the network setup. The gateway node holds a
cryptographic verifier which is tied to the extender node’s password.
In order to pull network access policies from the gateway node,
an extender node utilizes a network client program sct_client to
dial a TLS-SRP [23, 24] connection (a protocol that uses purely the
username and password for authentication) to the corresponding
server program sct_server on the gateway node. In this way, the
extender node can authenticate to the gateway node and build an
encrypted channel with it, so that the network access policies can
be transmitted securely.

Unfortunately, the NAPS interfaces on Linksys Velop gateway
nodes have also created a new attack surface for in-network attack-
ers. When authenticating extender nodes, the SRP server on the
gateway node will query an internal database with the SRP user-
name sent through the TLS-SRP connection by an extender node.
After that, the SRP server will check if the provided SRP password
is mathematically bound to the cryptographic verifier stored in
that internal database for that SRP username. During the database
query process, the SRP username was not properly sanitized, and
was passed as a command line argument. An in-network attacker
can thus perform a pre-authentication command injection (not SQL
injection) and obtain shell access to the gateway node.

Even worse, the gateway node was also found to store SRP pass-
words in clear text, which is undesirable. Originally, for SRP to fully
enjoy its theoretical security properties, SRP servers should never
store client passwords.

PoC Attacks.We successfully launched a command injection
attack by tainting the srpuser parameter of OpenSSL’s s_client
commandwithmalicious terminal commands. This could effectively
steal both usernames and passwords by retrieving the correspond-
ing database files. An attacker could then masquerade as an exten-
der node with compromised SRP usernames and passwords. Since
these SRP usernames and passwords never rotate, an attacker could
consistently pull fresh network access policies from the gateway
node and obtain the fresh fronthaul passphrases. The in-network
attacker could thus evade access revocations based on fronthaul
passphrase renewals, and stay indefinitely in the mesh network.

We further confirmed that an in-network attacker could even
spawn a reverse shell using the command injection, through which
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Figure 7: TP-Link Deco’s inter-access-point NAPS relies on
insecure Dropbear SSH channels.

we could continue to steal non-rotating backhaul SSID/passphrases,
to collect/modify/inject wireless traffic, and even modify fronthaul
SSID/passphrases and management passwords, defeating access
control completely.

7.3 Case Study: TP-Link Deco Wi-Fi Systems
TP-Link Deco mesh networks utilize Dropbear SSH to protect inter-
access-point NAPS. These SSH connections are established on top
of pre-configured RSA keys, which are used to derive the backhaul
SSIDs and passphrases (see Section 5). In other words, Dropbear
SSH (at the application layer) uses the same trust anchor as layer-2
wireless backhaul links. However, the strength of the trust anchor
is weak and brute-forceable, breaking the access control at both
layers.

Specifically, as shown in Figure 7, to protect inter-access-point
NAPS communication, in TP-Link Deco mesh networks, an exten-
der node and the gateway node authenticate to each other with
the pre-configured RSA private key (Section 5), through Dropbear
SSH connections over backhaul links. On every access point, the
Dropbear SSH server enables SSH port forwarding, so that other
user-space network programs on that access point can multiplex
onto this underlying Dropbear SSH channel, and reap security ben-
efits (i.e., these user-space programs need not “reinvent the wheel”
and build custom authentication/encryption for inter-process com-
munication like NAPS).

An extender node’s NAPS client (i.e., a network-facing program
called “tmpcli”) thus pulls network access policies from the NAPS
server on the gateway node by relaying the client’s clear text and
unauthenticated TCP connection over that Dropbear SSH connec-
tion, utilizing SSH port forwarding. The gateway node can also
proactively connect to extender nodes’ NAPS servers (by connect-
ing to extender nodes’ Dropbear SSH servers first) and push net-
work access policies. We point out that with this design, the at-
tack surface is minimized because the NAPS server “tmpsvr” will
not directly open public TCP ports to in-network attackers. Inter-
access-point authentication, NAPS data confidentiality/integrity
and freshness can be achieved through multiplexing the underlying
Dropbear SSH connections between access points.

Nevertheless, we find the RSA public/private key pair has only
512 bits, which is far too weak, especially given the product was
launched in 2020. Furthermore, Dropbear SSH servers on all access

points (in the same Deco bundle) use that same public key (i.e.,
the trust anchor) for SSH host key, meaning that once the corre-
sponding private key is obtained by an attacker, they will be able
to maliciously authenticate to all access points. Such weak trust
anchors allow targeted offline brute-force attacks: an in-network
attacker can first directly masquerade as an access point to fetch
the SSH host public key from a target access point’s Dropbear
SSH server (following the SSH authentication protocol), and then
brute-force and guess the weak private key.

Even worse, a number of command injection vulnerabilities exist
in TP-Link Deco’s custom NAPS server implementation “tmpsvr”.
We suspect the inputs are not sanitized because the developers
falsely assumed the underlying Dropbear SSH tunnel somehow
protects “tmpsvr”, making it not directly reachable.

PoC Attacks. We conducted an experiment in which an in-
network attacker first connected to the Dropbear SSH server and
requested the 512-bit Dropbear SSH host public key. Then, using
this 512-bit SSH public key, we were able to brute-force the 512-
bit private key within four days using commodity hardware and
GGNFS/MSIEVE [50, 53], a software application designed to effec-
tively factor big numbers and thus brute-force RSA private keys
when knowing weak RSA public keys. Consequently, we success-
fully masqueraded as a legitimate access point and maliciously
authenticated to the gateway node’s Dropbear SSH server, and
consistently pulled fresh network access policies, including fron-
thaul link passphrases. In other words, we showed that we could
always obtain fresh fronthaul link passphrases before they reached
legitimate extender nodes. Even if the attacker lost layer-2 wireless
access because a new passphrase was applied, the attacker could use
the new passphrase to reconnect to the mesh network. Furthermore,
since the backhaul link credentials were derived from such an RSA
public/private key pair (Section 5), we, as an attacker, could also
calculate these static backhaul link credentials, and therefore join
the network as an extender node, even if the attacker somehow lost
the most recent fronthaul passphrase. Being an AP node allowed
the attacker to then query the access policy from the gateway node,
which includes fronthaul link SSID/passphrases, and continue to
stay in the network as a wireless client.

In addition, we successfully launched command injection attacks
against the NAPS server (after authenticating to Dropbear SSH
servers using the brute-forced RSA private keys) by exploiting
unsanitized parameters passed to popen(). These attacks directly
led to shell access to gateway/extender nodes. This access allowed
us to further collect/modify/inject wireless traffic directly at that
target access point, and manipulate fronthaul link credentials used
by a target access point, among other things.

8 DEFENSES AND DISCUSSION
8.1 Balancing Security with Extensibility:

Future Designs
As one can now realize, correctly establishing cross-layer trust and
enhancing cross-layer cooperation are two key points of improving
security for mesh networks. However, by reflecting on various real-
world designs, we find it inherently challenging to balance security
with extensibility for mesh networks.
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For example, the case studies of TP-Link Deco and ASUS demon-
strate that using pre-configured trust anchors to establish both
layer-2 wireless links and inter-access-point NAPS authentication
can admittedly benefit security, but can possibly hurt mesh network
extensibility: without auxiliary mechanisms (e.g., Bluetooth) that
can securely pass existing trust anchors to new extender nodes, the
mesh network will not be wirelessly extensible. On the other hand,
if one favors extensibility by not using trust anchors (recall the case
studies of EasyMesh, Netgear Orbi, Wyze, and AmpliFi), security
will be compromised, since in this case wireless clients can never
be effectively distinguished from access points across different net-
work layers. One might naturally wonder: Is it possible for future
solutions to improve security without hurting extensibility? And if
the answer is positive, what do future solutions look like?

We answer this question optimistically. We first observe that,
most of the vendors already have some kind of mechanism to setup
the layer-2 communication securely (e.g., for establishing the back-
haul passphrases). One can technically piggyback on such mech-
anisms to establish the NAPS-layer trust as well. We discuss two
such existing negotiation mechanisms below as examples.

TrustedUsers CanHelpDynamically EstablishCross-layer
Trust. During setup, a mesh network can possibly leverage trusted
users, like network owners, to bootstrap inter-access-point trust
across different network layers. For example, Push-button Configu-
ration (PBC) is originally a usable security technique [39] to build
an encrypted layer-2 wireless link between twowireless clients/APs.
At its core, PBC can be seen as a general technique to allow two ac-
cess points to negotiate shared secrets over-the-air under the trust
of users. In a future solution, PBC can be re-purposed: by involving
trusted users to press buttons at both access points, pair-wise trust
anchors can be dynamically established for NAPS while the layer-2
trust is being established. It is worth mentioning that for best prac-
tices, it is better to have independent trusts established at the link
layer and NAPS layer. This can avoid the risks of vulnerabilities
due to cross-layer interactions (e.g., ASUS AiMesh).

Leveraging Out-of-band Methods. During a mesh network
setup, out-of-band channels (e.g., Bluetooth) may help establish
cross-layer trust anchors between access points. For example, in a
future design, the network owner may simply place trusted access
points near each other during network setup, and extender nodes
can be configured to receive an authoritative credential (i.e., the
trust anchor) from the gateway node. After such an initial configura-
tion and user confirmation, these out-of-band pairing interfaces can
be switched off to minimize security risks [80]. These out-of-band
pairing interfaces can be temporarily reactivated by users whenever
new mesh devices need to be added (which happens infrequently).

Besides the approach to establish strong trust at the NAPS layer
and prevent unauthorized client nodes from accessing certain in-
terfaces, we also present an orthogonal, stricter approach:

Reducing Attack Surfaces With Network Isolation. We
can set up network isolation at lower layers to prevent wireless
clients from reaching the NAPS interfaces of the gateway and
extender nodes, effectively reducing the attack surface. One po-
tential isolation mechanism is VLAN. However, it is not widely
available in home wireless mesh devices. Therefore, we propose
creating separate backhaul SSIDs for the data plane and control
plane traffic respectively. As illustrated in Figure 8, a single wireless

access point can broadcast two backhaul SSIDs “Backhaul-User”
and “Backhaul-NAPS” on the same frequency band using virtual
SSIDs [15]. The SSID “Backhaul-User” forwards users’ data traf-
fic only, while “Backhaul-NAPS” will be used for inter-AP NAPS
traffic only. There shall not be layer-2 frame forwarding between
these two SSIDs. Note that wireless attackers can not reach NAPS
interfaces by IP addresses because the NAPS interfaces belong to
a different, isolated IP subnet. The downside of such an isolation-
based solution is that it may prevent wireless clients from accessing
NAPS functionality completely. Nevertheless, from the access poli-
cies that are synchronized, we did not find any example where there
is a need for this information to be distributed to a wireless client.

Summary. The first two methods (PBC and out-of-band meth-
ods) introduce additional complexity, costs (e.g., requirement of
Bluetooth interfaces), and security risks. In contrast, network iso-
lation reduces security risks by minimizing the attack surface but
may break legitimate network management functionalities.

8.2 Post-Compromise Recovery
We observe that many of the vulnerabilities leak hard-coded se-
crets (e.g., backhaul passphrases or the original trust anchors like
amas_bdlkey in Section 5), and are therefore difficult to recover
from, even if vendors decide to issue patches. Realistically speak-
ing, it is unlikely that existing vendors will radically change their
respective choices of NAPS protocols. This means that they will
have to execute the recovery using the same compromised NAPS
channel.

One naive idea is to have the mesh vendor push an update to
change the hardcoded secrets to different values for each bundle
they sold independently. However, this means a different firmware
image needs to be prepared for each bundle independently, which is
a known challenging problem in the domain of automated software
diversity [41].

Another idea is to leverage their original trust anchors to estab-
lish new trust anchors, which can be made unknown to attackers,
and recover from the compromised trust anchors. We use Figure 9
to illustrate the idea.

Solution.Without losing generality, all selected mesh networks
can use the pre-configured/trusted backhaul link passphrases to
derive another credential that serves as the initial/bootstrapping
trust anchor of NAPS, using a key derivation function (KDF) [55, 58].
Such a KDF is embedded in the updated firmware. We assume the
KDF is not known to the attacker before the patch is applied. To
achieve this, in practice, the firmware image should be encrypted
and decryptable by only the mesh devices (e.g., via keys stored in
the hardware to prevent reverse engineering). Moreover, KDF can
be protected with practical techniques like code obfuscation [37]
to significantly hinder reverse engineering efforts.

After that, the vendor can try to let legitimate access points
negotiate new trust anchors from the initial/bootstrapping trust
anchor. This can be done with, for example, password-authenticated
key exchange (PAKE) protocols over their respective untrusted
NAPS protocols. PAKE protocols (e.g., Dragonfly [77]) can allow
two parties to securely establish a new shared secret with nonces
so that it is not predictable. In the mesh network scenario, using
PAKE for new trust anchor establishment has the advantage that
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SSID: Backhaul-User

SSID: Backhaul-NAPS
Gateway Extender

IP Subnet 1

User ASSID: Fronthaul-2.4G

Layer-2 Forwarding

SSID: Fronthaul-5G User B

IP Subnet 2

Figure 8: NAPS protocols use a separate backhaul SSID for security.

Original Trust Anchor Bootstrapping Trust Anchor

KDF PAKE

New Trust Anchor

Figure 9: Using original trust anchors to bootstrap new trust
anchors for NAPS

a man-in-the-middle, without knowing the “bootstrapping trust
anchor”, is unable to guess/obtain the new trust anchor.

For example, SOAP APIs of Netgear Orbi can possibly be ex-
tended to enable such a new trust anchor’s negotiation/agreement.
The negotiated new trust anchor can then be used to derive session
keys, via inter-access-point handshakes, that cleanly encrypt NAPS
payloads that are sent through different existing protocols. This
remedy/fix is general and can be scalably applied to all access points
in the same bundle, without requiring extra establishment of trust
anchors or device-to-device pairing.

Caveats and Benefits. If KDF or inter-access-point PAKE is
directly applied on the original trust anchor to derive the new trust
anchor, compromised access points will be able to “catch up” at
any time and calculate the new trust anchor, which is undesirable.
By requiring both KDF and PAKE during firmware updates, even
compromised access points have to follow this key evolution in a
timely way; otherwise, they will quickly lose the ability to perform
NAPS. More importantly, even if an attacker eventually successfully
reverse-engineers the KDF after a patch is applied, they will not
be allowed to re-negotiate new trust anchors with updated access
points.

8.3 Responsible Disclosure
We reported all vulnerabilities soon after their discovery. Table 3
records the timeline and patching status at the time of writing. We
adhered to widely accepted responsible disclosure guidelines and
gave vendors ample time (>90 days) to address the issues. We have
not publicized any vulnerabilities. As of May 2024, we have received
one CVE, and have submitted multiple CVE requests. The majority
of vendors have been cooperative and have updated their firmware
to patch the vulnerabilities.

9 RELATEDWORK
Wireless Security. Since the introduction of 802.11 wireless stan-
dards, various types of attacks have been discovered that exploit
vulnerabilities in 802.11 wireless protocols, including dictionary
attacks that recover WPA passphrases [51, 78], DoS attacks [11,

Table 3: Ethical Disclosure Timeline for Six Home Wireless
Mesh Networks, and Wi-Fi Alliance

Vendor Disclosure Time Patched?
Netgear Orbi 03/2023 Yes
ASUS AiMesh 08/2023 Yes
TP-Link Deco 10/2023 Yes

Linksys 10/2023 Still fixing
Wyze 10/2023 Yes

AmpliFi 10/2023 Yes
Wi-Fi Alliance 10/2023 Still fixing

29, 32, 38, 49, 54, 64, 78], side channel attacks [12, 17, 78], man-
in-the-middle attacks [25, 73], key reinstallation attacks [75, 76],
downgrade attacks [74], key recovery attacks [52, 70], etc.

Another thread of research seeks to enhance and verify wireless
protocol security with formal reasoning and proofs [19, 20, 33, 40,
67], automated testing [46], manual reviews [56, 57], improved
designs [10, 71, 72], and real-world measurements [28, 63].

Our research, by studying most popular commercial products,
improves the understanding of access control security in homewire-
less mesh networks, which are novel types of wireless networks.

Embedded Systems Security. During the past decade, re-
searchers have built numerous tools to discover low-level vulnera-
bilities (e.g., buffer overflows, use-after-frees) as well as logic flaws
in device firmware using static analysis, symbolic execution and
fuzzing [26, 30, 61, 62, 65, 66, 85, 86]. Our approach, however, com-
bines dynamic debugging with reverse engineering to take an initial
step towards discovering NAPS protocol vulnerabilities in firmware
binaries.

Protocol Security. There exist numerous previous studies on se-
curity/privacy of network protocols. They either (1) reveal low-level
memory-safety vulnerabilities [22, 68], (2) discover weaknesses in
handling cryptographic keys [34, 35], (3) unveil time and space side-
channels [9, 13, 14, 21, 44, 45, 48, 59, 60]. Our research, however,
studies inter-access-point protocols for mesh networks and reveals
their security vulnerabilities.

10 CONCLUSION
In this research, we analyzed access control mechanisms and proto-
cols of six most popular home wireless mesh networks, and found
both standardized and proprietary control plane protocols funda-
mentally broken, due to insufficient coordination across different
protocol layers. This indicates the urgent need for (1) secure mech-
anisms/protocols that fit the mesh network scenario, (2) new mesh
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network designs that balance security, interoperability, and network
extensibility.
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